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What Is the Human Genome?
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Recombination: Crossing Over

: : Chromosomes after
Synapsis Crossing over crossing over
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Translocation/Crossover-Formal
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Translocation/Crossover-Formal

X, y) Fipy @, z)  iff x=tu,y=vw, z, =tw, z, = vu, and
[t =1, v[=].

I—(i,j) Is said to be uniform iff i=J, so that we shall simply write -

[uIco@)="U {zl(xy) ;) @w) or (xy) k-, Wz2) }

{x,yeA}



The Problem: Translocation distance

Given two genomes G and G' what is the minimal number
of translocation mutations that transforms G into G'?

1. How the translocation is defined: uniform or arbitrar.

2. How the chromosomes in the two genomes are:
they are formed by different segments (markers) or not.

3. How large is the target genome: singleton or arbitrary



Uniform translocation distance

Uniform translocation and unique markers
(J. Kececioglu, R. Ravi, 1995)

Assumptions:

1. All chromosomes (words) in both genomes are of the same length k.

2. Each marker (symbol) appears at most once in a chromosome and in
only one.

3. If G has n chromosomes, then G' must have n chromosomes as well.

Important note: If a symbol appears on the position i in a word in G, then
It will appears on the same position in a word of G'.

Theorem 1. The uniform translocation distance between G and G'
can be computed in time and memory O(kn).

Ingredients: Greedy strategy

Cayley (1849): The minimal number of transpositions
for sorting 7 is n- ¥ ().



Uniform translocation distance

1. We label the words in G' in some way from 1 to n.
2. Associate with each set G,G' a matrix as follows:

- each column in the matrix represents a word

- each symbol from a word is represented by the unigue word of G'
In which it occurs.

Example: G = {(1-2&7&9(1-4, 50101208, (1-10(1-3(1-6(1-11}
G' = {ajpaag9ag, asazaeaa, agazainaly }

/321 1 2 3
213 0 [123
\2 1 3 12 3

Problem: Select two columns and a natural [ < n—1 and interchange
the elements of the first [ rows.



Uniform translocation distance

Let (z.7,0): the columns i and j interchange each other the entries of
the first [ rows. A solution is a sequence

(?1j1l1)(12j2l2)(3p]plp)
Find the minimal p.

A solution (i1,71,01), (i9,72,19),... (ip, jp, lp) is "bottom-up if there are
N0 1 <s<q<n-1suchthat i, >l



Uniform translocation distance

Lemma: Any instance of the problem has a solution which is
bottom-up.
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Uniform translocation distance

A bottom-up sequence is locally optimal if the number of transfor-
mations applied to the current row in order to transform it into the
identical permutation is minimal.

Lemma 2 A bottom-up locally optimal is totally optimal.

Proof. Let us consider a part of a bottom-up sequence when one
starts to “sort the row ¢+ 1. Let 7 be the current state of the row
1+ 1 and \; the state of the row. After sorting the row i+ 1 the state
of the row i is

AiDTl'_1+



Uniform translocation distance

J_(12345)_
A2 5 4 3 1)’
1 23 4 5\/1 2 4 5 1 23 45
PO = = P.
Q(24135)(54 21) (53142)%{2

W_(1234)
A1 4 3 2

J
3



Uniform translocation distance

Given a permutation w, what is the minimal number m of transposi-
tions 71,m,...,7m Such that

TMOT107T20...0Tm = &

Lemma 3 (Cayley) The minimal number of transpositions for sort-
ing w is n — W(mr).

procedure Sort_Crossover_uniform(A,k,n);

Let A, Ao,..., A\ the rows of A
d: =0, .= ep,
for : .=k downto 1 do

= Xom I
d=d+n—WV(r),
endfor;

end.



Translocation distance: Our solution

Assumptions:

1. All chromosomes (words) in both genomes are of the same length k.
2. Each marker (symbol) appears may appear more than once in any
chromosome and in different chromosomes.

3. If G has n chromosomes, then G' may have as many chromosomes as
we want.

A few more definitions:
A translocation sequence: $=s,,8,, ... ,S,, S;=XY)F wy pay (UisVi)

P.(S,x) = card{j<i|x = x; or x =y }+card{<i|x; =y, = x},

Fi(S, x) =card{j<i|u; = x; or v; = y;}+card{j<i|u; = v; = X}, If XA,
oo, otherwise

A translocation sequence S is contiguous Iff;

(1) X, y, €A,

(1) F_(S, x;)) > P._(S, x)),and F,_,(S, y;) > P._(S, ¥)),



Translocation distance: Our solution

ACTS Sis B-producing if F (S, z) > P (S, z) for all z € B.

TD(A,B) = min{lg(S)|Sis a B = producing
CTS}.

Compute TD(A,B) » B isasingleton
\ B is an arbitrary set




Translocation distance: Our solution

Example: A = {X, X5, X3, X,} with

X, = abcbad, x, = bbabd, X, = accbabd, x, = aaab,

and

z, = bbcbad, z, = ababd, z, = ababad, z, = bbcbd, z. = abbababd
Z, = aabad, z, = abababd, z; = bbd, z, = bbbd, z,, = bbabad,

z,, = bbbabad, z,, = bbababd, z,, = bababd, z,, = accbd, z,.
=bbccbabd

Z,, = aababd, z,, = abcccbabd z, ¢ = abad

A B-producing CTS, B ={z,, z;, 3, Z;;, Z1c, Z1: Z4g}-

(X3 Xo) X (20) (201 20), (20, Z5) X (g0 (2 22),

(25, X5) X (42 (Z7: Zg), (23, Z7) X (54y (Z5, Zg), (Xo Xg) XK 33y (215, Z1y),
(Zg, Z15) X (25) (Zgs Z1g)s (Xo0 X3) K (3.3) (2121 Z14)s (Xpu X3) XK (33 (2121 Z14),
(215, Z10) X (2.0 (Z11s Z13) (2190 X3) K (24y (235 Z4g), (Xps X3) K (3.4y (247, Zpg)-



Translocation distance: Our solution

Example: A = {X, X5, X3, X,} with

X, = abcbad, x, = bbabd, X, = accbabd, x, = aaab,

and

z, = bbcbad, z, = ababd, z, = ababad, z, = bbcbd, z. = abbababd
Z, = aabad, z, = abababd, z; = bbd, z, = bbbd, z,, = bbabad,

z,, = bbbabad, z,, = bbababd, z,, = bababd, z,, = accbd, z,.
=bbccbabd

Z,, = aababd, z,, = abcccbabd z, ¢ = abad

A B-producing CTS, B ={z,, z;, 3, Z;;, Z1c, Z1: Z4g}-

(X1s X0) X 50 (750 20), (21 25) X g4y (24 72))| (Xp X9) X (29 (25, 2)),
(Z5) X5) X 40y (22 Z5), (23, Z7) X (51 (251 Zg)s (Xpy X5) XK (3.5) (2121 710),s

(Zg: Z15) X (o) (205 Z10)s (Ko X3) K (3.3 (215, Z14)s (X X3) X (35 (2150 Z14),
(Z10s Z10) X (2.0 (Zy1s Z12)s (2100 X3) K (20y (Zy5 Z4g)s (Xps X3) K (34y (217, Zpg)-

TD(A,B) < 12




Translocation distance: Our solution

Compute TD(A,B)

> B Is a singleton:

Let z be a string of length k and A be a
set of cardinality n. There Is an exact
algorithm that computes TD(A,z) In
O(kn) time and O(kn) space.

B is an arbitrary set: There is a
2-approximation algorithm for computing
the translocation distance from two sets

of strings.



Translocation distance: Our solution
Let A = {x1,z2,...,2n} and z be an arbitrary string of length k

MaxSubLen(A,z,p) = max{q| 3 1 <i<n such that
zilp,p+q—1] = z[p.p+ ¢ —1]}.

Let 2 € TO,(A),; define iteratively the set H(A.z) of intervals of nat-
ural numbers as follows:

1. H(A,z) = {[1,MaxzSubLen(A, z,1)]};

2. Take the interval [z, j] having the largest j; if j = k, then stop,
otherwise put into H(A, z) the new interval [j+1, j+MaxSubLen(A, z, 7+

1)].

Note that we allow intervals of the form [i,7] for some i to be in
H(A,=z); moreover, foreach 1 <i: <k therearel <p <gq <k (possibly
the same) such that i € [p.q] € H(A. 2).

Lemma 4 Let S be a z-producing CTS in CO4«(A). Then,
lg(S) > card(H(A,z)) — 1.



Translocation distance: Our solution

For simpl

{[i-r,j-r
I Startl

$; = (2;

:yi) I_Pt' (Hirvi)

A" = {a[MazSubLen(4 2, 1) + 1, K]jz € A},
/= o[MazSublen(4,2,1) + 1K)

|31 € H(A 2\{[Lr

rting from S we constr

ity denote r = MazSubLen(4,2,1). Clearly, H(4) =

1, hence card(H(A',2')) = card(H(A,2))-
uct a CTS in C04(4'), producing 2/

§' =5, s,...s, In the way indicated by the following procedure



Translocation distance: Our solution

Procedure Construct_CTS(S,r);
begin
m = 0;
for » =1 to ¢ begin

if (p; >r) then

m = m+1; sy, = (zi[r+1, k], yi[r+1,k]) ~pi—T (uilr+1, k], vi[r+

1,k]);

endif;
endfor;

end.

Clam 1l: S'isa CTS.

Claim 2: S’ is z'-producing.



Translocation distance: Our solution

Diss Dis - -+ Di,, are all integers from {p1,po, ..., p,} bigger than r
FalS s+ LE)= ) Fa(Sa)—card(X) - card(Y),
I[T-|—1,k]=.’{.'{j[?‘-|-1,k]

PalS i+ LE)= ) Pa(Sa)—card(X) - card(Y),
o[r1 k=i, [r+1K

X={t<ij—1lpy <r, wlr+ 1k =wfr+ Lk ::r:i-j[-rJr Lk},
V={t <ij —1p <rwglr + LE =i [r+ L orwyr + 1k = 2, [r + 1 A]}.




Translocation distance: Our solution

Theorem 2 Let » be a string of length k and A be a set of cardinality
0. There is an exact algorithm that computes CD(A,z) in O(kn) time
and O(kn) space.



Translocation distance: Our solution

Arbitrary Target Sets

Let A be a finite set of strings and z € CO4(A); denote by

2], iff 2 € A,
max({q|q < |z|, there exists z € A, |z| > ¢,
so that a[1.q] = =[1,]} U{0}).

MazSufLen(A,z) = Hwax({q\ there exists = € A, |z| > |2],

s0 that zfja| — ¢+ 1,[af] = 2[|z[ - ¢ + 1, |2(]}
U10}),

max({q| there exists z € A and |z| > p+g¢
such that z[p,p+q-1] =z[p,p+q -1}
o).

MazPrefLen(A,z)

——

ArbMazSubLen(A, z,p)



Translocation distance: Our solution

We define iteratively the set ArbH (A, z) of intervals of natural num-
bers as follows, provided that all parameters defined above are nonzero:

1. ArbH(A,z) = {[L, MazPrefLen(A,z)]},

2. Take the interval [1,j] having the largest j; if j = |2/, then stop.
[f j < |2 = MazSufLen(A,z), then put the new interval [j + 1.7+
ArbMazSubLen(A,z,j 4 1)] into ArbH(A,z); otherwise put [j + 1,|2]]
into ArbH (A, 2).



Translocation distance: Our solution

Theorem 3 1. Let A be a finite set of strin%;s and B be a fi-
nite subset of TO«(A). Then ZEE—B(MM(A;E)H(A’E) =) <TD(A,B) <
) seplcard(ArbH(A,2)) - 1).

2. There exist A and B CTO4(A) such that TD(A,B) =

)_sepleard(ArbH(4,2))-1)
5 .

3. There exist A and B CTO4(A) such that TD(A,B) =
Y,epleard(ArbH(A,z)) - 1).



Translocation distance: Our solution

Proof. 1. We shall prove the first assertion by induction on the length
of the longest string in B, say k. The non-trivial relation is

ZzeB(ca.-rd(A;bH(ﬁl,z))—1) <TD(A.B). (%)

If k=1, the relation (x) is satisfied. Assume that the relation ()
holds for any two finite sets X and Y, Y C TO«(X), all strings in
Y Dbeing shorter than k. Assume that B\ A = {z1,29,...,2m} and
et S = sy,80,...,5¢, 8; = (23 y;) Fp (uiv3), 1 <0< g bea B A-
producing CT'S in TO,(A). Note that at least one string in B\ A
should exist, otherwise the relation (x) being trivially fulfilled.



Translocation distance: Our solution

Consider m new symbols ay,as,...,ap and construct the sets:
= {LU[]'&T:H'E'I[T T 25 ‘f’?‘]‘i S A~1 <1< m}r B = {Eillarla'iﬁilr T

2& ~1)
2 B-
applyi

[J[1 <i <m},, where r = min{p

roducing CTS in TO4(A) of t

1 <i<q}. One can construct

e same length of S, say &' by

ng a procedure Convert illustrated by the next example



Translocation distance: Our solution

B = {abacdb, aabceh, bbaadc}, A = {abbceb, aaaadb, bbbedc}.

The CTS S is

(abbceb, aaaadb) o (abaadb, aabeeb), (abbeeb, abaadb) =3 (abbadb, abaceb),
(bbbede, abaceb) Fo (bbaceb, abbede), (bbaceh, aaaadb) 3 (bbaadb, aaacch),
(bbaadb, bbbede) 5 (bbaade, bbbedb), (abaadb, aaacch) b5 (abaceb, aaaadb),
(abacch, aaaadb) 4 (abacdb, aaaach).

The procedure Convert runs for r = 2 transforming this sequence into
the sequence S’

(abancch, aaazadb) Fo (abazadb, aaasceb), (abayceb, abazadb) 3
(abayadb, abazceb), (bbaycde, abazceb) Fo (bbazech, abaqycde),
(bbazceb, aaayadb) F3 (bbazadb, aaaycch), (bbazadb, bbaicdce) Fs
(bbazadc, bbaqcdb), (abayadb, aaaycch) Fo (abaycch, aaayadb),
(abaycch, aaayadb) F4 (abaycdb, aaayach).



Translocation distance: Our solution

Now §' is transformed into 5" for r previously defined. " is a B'-
roducing CTS in CO4(A”), where

A'={oalr 2 aflle € AT i<, B ={agsr +2 [ [1 <i <

m|

Foreach 1 <i <m card(ArbH(A", a;23[r+2,|2[])) Is either card(ArbH(A, )
of card(ArbH(A, %)) - 1.



Translocation distance: Our solution

card(ArbH (A" aizir + 2, |2[])) = card(ArbH(A, 2)) -

there exist at least one step in S” where the strings exchange prefixes
of length at most r. It follows that lg(S") < lg(S") - [t/2], where
t = card({i|card(ArbH (A", ajz[r + 2.|2])) = card(ArbH(A, 2)) - 1}).
Consequently

lg(S) = 1g(S") 2 1g(8") +[t/2] >
2.1 (card(ArbH( (A" aizilr 2, |24]]))

)
T™(Arbeard(H(4, %)) - 1)

2

/2] 2



Translocation distance: Our solution

Theorem 4 There Is a 2-approximation algorithm for computing the
[ranslocation distance from fwo Sets of strings.



Translocation distance: Open problems

1. Is it possible to do it better?

2. Non-uniform translocation?

(1) Non-uniform translocation and unigue markers:
2-approximation algorithm

(1) This definition of translocation distance:

?



dhank You

READY FOR DISCUSSTONS
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