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Organization

m Lecture and exercise
s Lecture: Monday, 12:15-13:45, 03.04.0.02
= EXercise: Monday, 14:15-15:45, 3.04.0.02

= Homework is posted on our website each Tuesday
and is due the following Monday.
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Exam

s Successful completion of 70% of the homework
exercises.

= 60 minutes of written exam, immediately followed
by 15 mins of oral discussion.
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Organization

» Website

Contains slides and in some cases online lecture
videos.
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Literature

= Statistical natural language processing:

Manning & Schitze: ,Foundations of Statistical
Natural Language Processing.” MIT Press

= Speech recognition

,1he HTK Book", im Internet verflgbar.
» Speech Recognition Toolkit
= http://htk.eng.cam.ac.uk/docs/docs.shtml

Huang, Acero und Hon: ,Spoken Language Processing".
Prentice Hall.

s Information Retrieval:

Manning, Raghavan, Schitze: ,Introduction to Information
Retrieval®. Cambridge University Press.
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Content

= Review of base technologies
Language models
Hiden Markov models, PCFG
Deep neural networks

= Language-processing tasks
Speech recognition
Translation, natural description of images
Parsing, information extraction
Text classification, clustering

= Information retrieval
Indexing and search
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Mathematical Foundations
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Statistical Language Models

= Elementary tool for
Speech recognition
Spell checking
Auto-complete, machine translation, ....

= Quantifies probability of a sequence of terms in a
language, with respect to a corpus
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Statistical Language Models

= Grammar, acceptor, parser
Defines set of sentences of a language.
Defines hard boundaries.
Not a suitable mechanism for natural language.
Natural language has no hard boundaries, almost
anything is possible.

= Statistical language model
Quantifies the probability of a sentence.

» Statistical parser

Infers the most likely syntactic interpretations of a
sentence

2
(@)
=5
@D
—h
)
=
~
o
(@)
~
2
=
-
jab)
(@)
oy
—
®
(@)
2
>
—
)
(@]
)




Statistical Language Models

= N-Gram models
Sequence model with n-th order Markov assumption
= PCFG: probabilistic context-free grammar

aj ( p’ q) = P(Wl(p—l)’ N ;q’ (g+1)m

,Outside*

2
(@)
=5
@D
—h
@D
=
~
o
(@)
N
2
=
=
jab)
(@)
oy
—
@D
(@)
2
>
=]
@)
(@]
D

|G)

braune

ﬂj(p’q): (qulej)q1G)

10




Hidden-Markov-Modell

= Probabilistic model for sequences.

= Used, for instance, in
speech recognition,
part-of-speech tagging.
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Deep Neural Networks

s Computational models of neural information
processing.

= Good at learning abstract feature representations of
complex input objects

albojouyoaiyoelds Mo1q/iapeyds



Deep Neural Networks

= State of the art for
Speech recognition
Translation
Natural description of images

N

Input signals

/ Weighted input signals
are aggregated

V -—
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Synaptic weights: 4
strengthened and weakened ‘

by learning processes
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Speech Recognition

» Statistical speech recognition
Acoustic model +
Language model.

0 0.5 1.0 15 20 5 .

= Neural networks for speech = ot e
reCOg n ition THOUGHT THAQTDTHlNK

= Textto speech
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Machine Translation

Google translate

From: English... ¥ _-i To: | German ‘l’l Translate|

In probability theory and applications, Bayes'
theorem shows how to determine inverse
probabilities: knowing the conditional probability of
A given B, what is the conditional probability of B
given A?

Google translate

From: | Chines... ¥ _-i To:  German '|

Translate |

et SRR, N ERIE A
E, MEHLEEMHMELS T, T4 EBRENF
LS TR

‘@ Listen ﬂ Read phonetically

English to German translation

In der Wahrscheinlichkeitstheorie und
Anwendungen, zeigt Bayes-Theorem, wie inversen
Wahrscheinlichkeiten zu bestimmen: Wissen die
bedingte Wahrscheinlichkeit von A gegeben B,
was die bedingte Wahrscheinlichkeit von B
gegeben A Ist?

Chinese to German translation

In der Wahrscheinlichkeitstheorie und Anwendung
der Bayes-Theorem zeigt, wie die inverse
Wabhrscheinlichkeit bestimmen: Was ist die
bedingte Wahrscheinlichkeit, dass angesichts B,
was die bedingte Wahrscheinlichkeit von B
gegeben ist?

15
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Text Generation, Description of Images

Vision Language A grou_p of people
Deep CNN Generating shopplng at an
RNN outdoor market.

i Q There are many
/ vegetables at the

fruit stand.
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POS-Tagging, Named Entity Recognition

= ldentifying parts of speech

= |dentifying proper names of persons, organizations,
places, times, dates, genes, molecules, ...

A21A/1|l8/YdSs

)

Frotein & e *hAC I iy Citt haf Books

" .
Search | Pubhded v |for

|jouyodalyoel

Lirnits Preview/Index History Clipboard Details _
[ Display ” Abstract 5 | Shnw" 20 v || Sort 5 |[ Sendto ]‘ Text V| O
«Q
O1: T Virol. 1993 Mar,67(3):1658-62. Related Atticles, Links (-T)

Replication of

_ in the _ region of the

Kim JY, Gonzalez-Scarano F, Zeichner SL, Alwine JC.

containing FRKEHSUDSGGGON

Department of Meurclogy, University of Pennsylvania Medical Center, Philadelphia 19104-6146

In previous [MSIECHOMGHAEES ;2 tn- FRNDSRNRNSEOIORIINRHBRERH (eppOrtet Geie csier, we
determined that _ between _ (relative to the transcription start
site) of the hutman immunodeficiency virs type 1 [ENERCHMNEIMEREE (BIR) czused moderate decreases in
TR P Rty in a T-celllne (S L. Zeichner, . ¥. H Kim, and J. C. Alwine, J. Virol
65:2436-2444, 1991). In order to confirm the significance of this region in the context of wiral replication, we
constructed several of thes: EeoN (oEoRIE, HSSHRIGH. MESHNES. - MESHSwE0)
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Parsing

= Finding the most likely syntactical structure of
sentences.
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Text Classification, Information Extraktion

#_ PROSAR-AIDA

File Cptions  View  Window 7

Search objects | INWTABLE

e lion &

Al Orders: 01483 B7TBES545
E&?ﬂlﬁ,rw e Fape: 01483 BYA56425
Lafield Way order@worid.co.uk
Corsham, Wiltshire
SIS HEW

A21A/1|l8/YdSs

INVOICE
Paradatac Lid.
Oban House, Rope Yard

Wooiton Bassert, Wiltshing
SNa TBW

Pos, Deacription

Furchase order Mo. 4510425457

4,000 Pcs: Nean Light Bulb

Materiale 0124

Unit price 3,70

2,000 Prs Heating Elemant NiChrome
Matarials 0453

Unit price 3344

1,000 Pes Hight Cutput LED Lina ible)
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Matarial¥ 0922

Uit prics 12,45

5,000 Pcs Halogen L Fatures Chrome
Materlak 0785

Unit price 2.78

1,000 Pes Tranglormer 12V Dusl Purpose with
Erhanced Scraening

Materals 0328
Unit peice 22,95

Ui price 0,75

SAR-AIDA

Image #4
Process page?

WGbe Lid Wrld Retsil, Mlars House, Loafield Wy, Comshas, ®iishine SHI3 95W
VAT registration susber 534 3142 1%

Ahbrechen

0 Page: Processing image file "H \DokulrtermiTabelen'Demos\Rechnungslesunglimagesi\Rechnungsdemo_nesw tif" #4 Pause 1543618 19




Clustering and Topic Models

= Clustering: grouping related
documents.

= Topic modeling: groupung  E [ B =
related terms in documents. T & 2 | ‘

Abstract with the most likely topic assignments

_appm-'mhash elp in _ f—mnﬂqumlnns 1 protein 5

nucleic acid sequence [dataElThes e discussed: | score

6888 sequence anarvslsit:w ml eriz ru anomalies in ogal
saquance et and for sequence _J amino

andusag th i reveal Im:smposrtlnnal- ntotmns davolumnarv-
can [Satistes) i n be to the analysis of spacings of sequence
rrlarkers

« 9({ Zd,n I/Vd,ﬂ ﬁk T]
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Indexing and Search

s Fast search in large text corpora.

1 69 11 1719 24 28 33 40 46 50 55 60

This is a text. A text has many words. Words are made from letters.

Terme Vorkommen

L etters 60 ﬂ etters: 60 Made: 50
| d

Made 50 /©a+©<
m

Many 28 t Many: 28
A Text: 11,19

Text 11, 19 W

words 33, 40 W Words:33,40
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Web Search

= Crawling: visit which URL when? Challenges:
Infinite URLS, dynamic page content.
Update frequency and schedules.
ldentical pages with multiple URLS.
Link spam.

= Relevance ranking,
link analysis. e
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Questions?

s NO exercise sheet this week.
s NO exercise this week.
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