
 
 
 
 
 
 
 
 
 
 

Seventh Workshop on 
Non-Classical Models of  

Automata and Applications 
(NCMA 2015) 

 
 
 

Short Papers 
 
 
 
 
 
 
 
 
 
 

 



 
 



Preface

The Seventh Workshop on Non-Classical Models of Automata and Applications (NCMA 2015)
has been organized to bring together researchers who work on various aspects of non-classical
and classical models of automata, providing an excellent opportunity to develop and discuss
novel ideas. Numerous models of automata, both classical and non-classical, are natural objects
of theoretical computer science. They are studied from di↵erent points of view in various areas,
both as theoretical concepts and as formal models for applications. The purpose of the NCMA
workshop series is to promote a deeper and interdisciplinary coverage of this particular area
and in this way foster new insights and substantial progress in computer science as a whole.

The first workshop on Non-Classical Models of Automata and Applications, NCMA 2009, was
held in Wroc law, Poland, in 2009 as a satellite event of the 17th International Symposium
on Fundamentals of Computation Theory (FCT 2009). It was sponsored by the AutoMathA
project of the European Science Foundation (ESF). The second workshop, NCMA 2010, was
held in Jena, Germany, as an associated workshop of the 11th International Conference on
Membrane Computing (CMC 11), and the third workshop, NCMA 2011, was organized at
the Università degli Studi di Milano, Milan, Italy, in close proximity to the 15th Conference
on Developments in Language Theory (DLT 2011). In contrast to the previous workshops, the
next NCMA workshops were organized as stand-alone events; NCMA 2012 was held in Fribourg,
Switzerland, in August 2012, NCMA 2013 took place in Ume̊a, Sweden, in August 2013, and
NCMA 2014 was held in Kassel, Germany, in July 2014. Now the Seventh Workshop on Non-
Classical Models of Automata and Applications (NCMA 2015) takes place in Porto, Portugal,
on August 31st and September 1st, 2015. We expect it to be again a scientifically valuable
event with interesting presentations, exciting results, and stimulating discussions. We hope
that the friendly atmosphere and the nice surroundings will also help to make this workshop a
worthwhile event that will lead to new insights and possibly new cooperations.

At NCMA 2015 there are three invited presentations given by

• Patricia Bouyer-Decitre (LSV, CNRS and ENS de Cachan, France)

On the Optimal Reachability Problem in Weighted Timed Automata and Games,

• Sylvain Lombardy (LaBRI, Bordeaux, France)

On Two-Way Weighted Automata, and

• Emanuele Rodaro (CMUP, University of Porto, Portugal) on

New Reformulations of Cerny’s Conjecture and Related Problems.

We thank them for accepting our invitation and for presenting their recent results.



4 Preface

For NCMA 2015, we received submissions by a total of 22 authors from 8 di↵erent countries.
From these submissions, on the basis of three referees’ reports each, the Program Committee se-
lected 9 contributions for presentation at NCMA and for inclusion in the workshop proceedings,
which appeared as volume 318 in the series books@ocg.at of the Austrian Computer Society.

In addition to the invited presentations and the regular contributions, NCMA 2015 also features
four short presentations to emphasize its workshop character, each of them also having been
evaluated by at least two referees. The extended abstracts of these short presentations are
contained in this booklet.

We want to thank the members of the Organizing Committee for their e↵orts in the preparation
of the workshop (all from the University of Porto): Ivone Amorim, Sabine Broda, António
Machiavelo, Eva Maia, Nelma Moreira, and Rogério Reis.

We are grateful to the Centre of Mathematics of University of Porto and the Computer Science
Department of Science Faculty of University of Porto for the support in the local organization
of NCMA 2015, to the University of Porto for financial support, and to the Institute of Com-
puter Languages of the Vienna University of Technology for covering the printing costs of the
proceedings and of this booklet of short papers.

August 2015

Rudolf Freund, Vienna
Markus Holzer, Giessen
Nelma Moreira, Porto
Rogério Reis, Porto
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Abstract

We show that left-most hairpin automata can accept only semi-linear languages and that non-

regular languages can be accepted if at least four di↵erent letters of the input alphabet can be used

as pointer symbols. We also examine the case when left-most hairpin automata are reversible,

we show that in this case only regular languages can be accepted.

1. Introduction

Deterministic finite state automaton is one of the most traditional and best investigated devices
of theoretical computer science. Since its introduction several variants and extensions of this
model have been considered. One example is the notion of extended finite state automata, where
the machine may perform an additional operation on the non-read part of the input word, see
[1, 2, 3, 4, 5]

In [4] and [5], the hairpin operation was used, where designated subwords of the remaining
input word can be inverted. The hairpin operation is inspired by the biological process of gene
assembly performed during the replication of single-cell organisms, see [6, 7]. Although the
models proposed in [6] and [7] are di↵erent, both are based on simple operations on the DNA
molecule guided by pointers. In the latter model the used operations are inspired by the way
in which a DNA molecule can fold. One of these operations is the hairpin loop with inverted
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pointers that reverses a substring between a pointer p and the reversal of p. The hairpin inverse
of a word w in ⌃+ is defined as

hi(w) = {xayRaz | w = xayaz and x, y, z 2 ⌃⇤, a 2 ⌃ }.

where a serves as pointer (by using appropriate morphisms it is enough to consider pointers of
length 1 only.)

In hairpin finite automata, the hairpin operation can be applied to a prefix of the remaining
(non-read) input word whenever a pointer is read. As to the second pointer involved in the
operation, three di↵erent modes of hairpin inversion are distinguished, namely left-most hairpin
(the second pointer is as close as possible), general hairpin (no restriction on the position of the
second pointer), and right-most hairpin (the second pointer is as far away as possible). In [4, 5]
the computational capacity of right-most and general hairpin finite automata is investigated,
whereas the computational power of left-most hairpin finite automata is listed as an open
question. In the present paper we provide some initial results in this direction.

2. Preliminaries

For a set S, we denote its powerset by 2S. Set inclusion is denoted by ✓, and strict set inclusion
by ⇢. For a set M , card(M) is the cardinality of M .

An alphabet V is a finite nonempty set of symbols. For an alphabet V , we use the following
notations: the set of all words over V is denoted by V

⇤, the empty word is denoted by �, the
reversal of a word w by w

R, and for the length of w we write |w|. For the number of occurrences
of a symbol a in w we use the notation |w|a. A language L is a subset of V ⇤.

In the following we recall the notions of extended and hairpin finite state automata, as given
in [3] and subsequent papers.

Definition 2.1 A (nondeterministic) extended finite state automaton is a 6-tuple
A = (Q,⌃, �,�, q0, F ), where Q is a finite set of states, ⌃ is the input alphabet, � and �
are mappings from Q⇥ (⌃[ {�}) to 2Q, where � is called the transition function, q0 2 Q is the

initial state, and F ✓ Q is the set of accepting states. Furthermore, A is said to be �-free, if
both � and � are restricted to Q⇥ ⌃.

A configuration of A is a tuple (q, w), where q 2 Q is the current state, and w 2 ⌃⇤ is the still
unread part of the input. If a is in ⌃ [ {�} and w in ⌃⇤, then we write (q, aw) `A (p, w), if p
is in �(q, a). Those transitions will be referred to as ordinary transitions.

A hairpin operation is performed by applying the mapping �. For a 2 ⌃ and v, w 2 ⌃⇤, a left-

most hairpin transition is defined by (q, avaw) `A (p, avRaw), for p in �(q, a) or �(q,�), and
v 2 (⌃ \ {a})⇤. The corresponding transitions will be referred to as non-ordinary transitions.

An extended finite state automaton A = (Q,⌃, �,�, q0, F ) with left-most hairpin transitions is
called a left-most hairpin finite automaton (lh-FA),
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Whenever there is a choice between an ordinary transition or a hairpin operation, the automaton
non-deterministically chooses the next move. As usual, the reflexive transitive closure of `A

is denoted by `⇤
A. The subscript A will be dropped from `A and `⇤

A whenever the meaning
remains clear.

The language accepted by A is the set T (A) = {w | (q0, w) `⇤
A (q,�), q 2 F }.

For examples of hairpin finite automata and their languages as well as some fundamental results,
the reader is referred to [5].

3. On the Computational Power of Left-Most Hairpin
Finite Automata

The first result applies not only to languages accepted by left-most hairpin finite automata,
but is equally valid for any family of languages that can be accepted by some extended finite
automaton, deterministic or non-deterministic, as long as the operation performed in non-
ordinary transitions does not consume or replace input symbols, such as hairpin-automata of
any type, input-reversal or input-revolving finite automata.

Theorem 3.1 Every language that can be accepted by a hairpin finite automaton is semi-linear.

Proof. Let L be a language accepted by a left-most hairpin finite automaton. We show that L
is letter-equivalent to a regular language. Let A = (Q,⌃, �,�, q0, F ) be the (�-free) hairpin
finite automaton accepting L. Every computation of A comprises of ordinary and non-ordinary
transitions. In non-ordinary transitions, where a hairpin operation is applied, the order of the
symbols of designated subwords is changed, leading to some permutation of the symbols of the
(remaining part of the) input word. In ordinary transitions, input symbols are consumed as in
ordinary finite state automata.

Consider any accepting computation of A, say on input word w. The permutation of w such
that A can consume it only by the ordinary transitions that are performed in the accept-
ing computation on w, can be processed by a non-deterministic finite state automaton, if
appropriate spontaneous state changes are allowed on pointer symbols. More precisely, let
A

0 = (Q[ Q̄,⌃, �0, q0, F ) be the non-deterministic finite state automaton allowing �-transitions
with Q̄ = { q̄ | q 2 Q }, Q\ Q̄ = ;, and �

0 = �[�

00, where �00 is defined as follows: If p 2 �(q, a),
then

p̄ 2 �

00(q,�) and �

00(p̄, a) = �(p, a).

Now, a word is accepted by A

0 if and only if it is a permutation of some word from T (A).
Hence, T (A) is letter-equivalent to the regular language accepted by A

0. 2

The complexity of the structure of the words which can be accepted by left-most hairpin finite
automata depends on the number of input symbols that can be treated as pointers.

Proposition 3.2 There is a non-regular language that can be accepted by a left-most hairpin

finite automaton A with four pointers.
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Proof. Consider L = { cad#(cadacada)ncad$cb#(db$db#cb$cb#)ndb$ | n � 0 }. This language
is not regular as the image under the morphism h defined by h(a) = a, h(b) = b and h(x) = �

for x 2 {c, d,#, $}, namely h(L) = { a4n+2
b

4n+2 | n � 0 } is not regular, and the family of
regular languages is closed under homomorphisms.

We show that L is accepted by the following hairpin finite automaton A = (Q,⌃, �,�, q0, F )
working in the left-most mode. We set F = {qa} and �(q0, c) = {ql, qf}.

If A enters qf in the first step of a computation, then A starts a sequence of ordinary transitions
reading the input cad#cad$cb#db$, that is, the shortest word of the language, where n = 0.
This sequence of ordinary transitions leads A into its only accepting state qa, and this is the
only way how qa can be reached from qf . Thus, the word with n = 0 is accepted.

If A enters ql upon reading a c in q0, then it starts another computation which aims to reduce
an input string of the form

cad#(cadacada)n+1
cad$cb#(db$db#cb$cb#)n+1

db$ (1)

to the string
cad#(cadacada)ncad$cb#(db$db#cb$cb#)ndb$, (2)

thus, after reading the first 20 symbols of the input of the form (1), it will enter the state q0

again, and have the string (2) on its input tape.

This reduction is performed by a deterministic sub-computation stepping through a sequence
of states that is disjoint from the sequence starting from qf , and in which no state is used twice.
Let Q = {q0, qa, ql, qf} [ {qi | 1  i  27}, and let

�(ql, c) = q1, �(q1, a) = q2, �(q2, d) = q3,

�(q3,#) = q4,

�(q4,#) = q5, �(q5, b) = q6,

�(q6, c) = q7,

�(q7, c) = q8, �(q8, a) = q9, �(q9, d) = q10,

�(q10, $) = q11,

�(q11, $) = q12, �(q12, b) = q13,

�(q13, d) = q14,

�(q14, d) = q15, �(q15, a) = q16, �(q16, c) = q17,

�(q17,#) = q18,

�(q18,#) = q19, �(q19, b) = q20,

�(q20, d) = q21,

�(q21, d) = q22, �(q22, a) = q23, �(q23, c) = q24,

�(q24, $) = q25,

�(q25, $) = q26, �(q26, b) = q27,

�(q27, c) = q0.

This reduction is performed according to the schema presented in Table 1.

This sub-computation leads the automaton back to q0, such that it can either repeat this sub-
computation or consume cad#cad$cb#db$ by entering qf when reading the first letter c. As no
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Remaining su�x of the input word Transition(s)

cad#(cadacada)n+1
cad$cb#(db$db#cb$cb#)n+1

db$ 3 ordinary transitions
#(cadacada)n+1

cad$cb#(db$db#cb$cb#)n+1
db$ hairpin operation on #

#bc$dac(adacadac)n+1#(db$db#cb$cb#)n+1
db$ is equal to ...

#bc$dacadac(adacadac)nadac#db$db#cb$cb#(db$db#cb$cb#)ndb$ 2 ordinary transitions
c$dacadac(adacadac)nadac#db$db#cb$cb#(db$db#cb$cb#)ndb$ hairpin operation on c

cad$cadac(adacadac)nadac#db$db#cb$cb#(db$db#cb$cb#)ndb$ 3 ordinary transitions
$ cadac(adacadac)nadac#db$db#cb$cb#(db$db#cb$cb#)ndb$ hairpin operation on $
$ bd#cada(cadacada)ncadac$db#cb$cb#(db$db#cb$cb#)ndb$ 2 ordinary transitions
d#cada(cadacada)ncadac$db#cb$cb#(db$db#cb$cb#)ndb$ hairpin operation on d

dac#da(cadacada)ncadac$db#cb$cb#(db$db#cb$cb#)ndb$ 3 ordinary transitions
#da(cadacada)ncadac$db#cb$cb#(db$db#cb$cb#)ndb$ hairpin operation on #
#bd$cadac(adacadac)nad#cb$cb#(db$db#cb$cb#)ndb$ 2 ordinary transitions

d$cadac(adacadac)nad#cb$cb#(db$db#cb$cb#)ndb$ hairpin operation on d

dac$dac(adacadac)nad#cb$cb#(db$db#cb$cb#)ndb$ 3 ordinary transitions
$dac(adacadac)nad#cb$ cb#(db$db#cb$cb#)ndb$ hairpin operation on $
$ bc#da(cadacada)ncad$ cb#(db$db#cb$cb#)ndb$ 2 ordinary transitions
c#da(cadacada)ncad$ cb#(db$db#cb$cb#)ndb$ hairpin operation on c

cad#(cadacada)ncad$ cb#(db$db#cb$cb#)ndb$

Table 1: Sequence of remaining su�xes of the input word in a computation from ql in the left column
and the transitions to be performed on it in the right column of the same row.

further transitions are defined, the automaton A accepts the language L. 2

It is an interesting open problem to consider automata with two or three symbols as pointers
(languages accepted with one pointer are clearly regular). We have the following

Conjecture 3.3 Left-most hairpin automata with two pointers accept regular languages.

We close the paper with a statement on the regularity of languages acceptable by hairpin
finite automata, but instead of restrictions on the number of pointers, we impose restrictions
on the automata themselves, namely, we require them to be reversible. In what follows, let
P (A) = { a 2 ⌃ | there is a state q such that �(q, a) 6= ; }.

Definition 3.4 A left-most hairpin finite automaton A = (Q,⌃, �,�, q0, F ), is called reversible,
if each configuration uniquely determines its preceding one, that is, there are no states q, r 2
Q, q 6= r, such that �(q, a) = �(r, a) for some a 2 ⌃, and moreover, for any a 2 P (A), if

�(q, a) = r, then by observing r it can be determined whether a is found on the right-end of a

substring of the input which is reversed by a hairpin inversion during this particular computa-

tion.

Before turning the next result we define the set R(A) of words that are read through by A

during the acceptance process of every word u in T (A).
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More formally, let the word w = a1 . . . am be accepted by the hairpin automaton A through the
transition sequence (q0, a1 . . . am) `⇤

A (q,�), q 2 F and let �(q0, ai1), �(qi1 , ai1), �(qi2 , ai2), . . . ,
�(qit , ait) be the sequence of ordinary transitions used by A. Then the string ai1ai2 . . . ait is an
element of R(A).

Theorem 3.5 If L is accepted by a reversible left-most hairpin finite automaton A then L is

regular.

Proof. (Sketch) Consider the word v 2 R(A) corresponding to the input string u 2 T (A). Since
A is reversible, its computation on u, producing v on the input tape, can be run “backwards”.
This means that an A

0 left-most hairpin automaton can be constructed, which when run on the
v

R, the reverse of v, actually reads uR the reverse of u from the input tape, thus, uR 2 R(A0)
for any u 2 T (A). Since R(A0) is the set of words which are actually read through by A

0 during
the acceptance process, the language R(A0) is regular, which means (as regular languages are
closed under reversal) that the language T (A) accepted by the reversible left-most hairpin finite
automaton A is also regular. 2
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Abstract
We propose to study value automata with filters, a natural generalization of regular cost automata
to nondeterminism. Models such as weighted automata and Parikh automata appear naturally
as specializations. Results on the expressiveness of this model offer a general understanding of
the behavior of the models that arise as special cases. A landscape of such restrictions is drawn.

1. Introduction

Through their characteristic functions, formal languages are naturally seen as giving weights
in {0, 1} to words. The transparent correspondence between these two views is provided by
the notion of weighted automata, a widely studied model firmly rooted in sound algebraic
concepts (see [12, 6] for recent expositions). Weighted automata provide an elegant framework
to capture some functions from words to a value set, and their frequent use in the modeling of
the qualitative aspects of real-life systems [2, 5] is a witness of their richness. In its simpler form,
a weighted automaton can be thought as an automaton where transitions bear integer weights;
on reading a word, the weights are multiplied along the path, and the final values for all paths
labeled by the word are summed. This model is thus in some sense “restricted” to update its
single register by multiplying it by constants along the path, and summing its different possible
values.

In an effort to develop a theory of cost functions with a wider spectrum of update mechanisms,
Alur et al. [1] introduced regular cost functions, a highly parametrizable framework in which
a variant of weighted automata functions arises as a particular case. In doing so, they also
introduced a deterministic model of automata, cost register automata (CRA), and studied in
which settings this model matches regular cost functions. Similarly to regular cost functions,
CRA are defined with respect to an underlying algebraic structure and restrictions on the update

*Ongoing work.
(B)The work of this paper was done during a stay of the third author at the Universität Tübingen.
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functions, but in this context, there exists an instance of these parameters that makes CRA
precisely equivalent to weighted automata.

This correspondence between CRA and weighted automata is however not a straightforward
matter of renaming: weighted automata are intrinsically nondeterministic machines, while
CRA are defined as deterministic automata. With an appropriate generalization of CRA
to nondeterminism, in which weighted automata would arise as an obvious special case, the
aforementioned correspondence would thus express that this case is determinizable.

Hence, the starting point of the present research is to propose a nondeterministic generalization of
CRA that encompasses the behavior of weighted automata in a natural fashion. By computing on
several registers at once, CRA however provide more information than weighted automata, and
simply collapsing these registers into a single value seems to be a loss. We thus propose to add
a filtering step at the end of the computation: the vector of registers should lay in a prescribed
set. This allows models such as reversal-bounded counter machines [9], Parikh automata [10],
or finite automata over free groups [11] to naturally have a quantitative counterpart. The fact
that the test is made at the end of the computation ensures that the models stay decidable

This framework is sufficiently well-behaved to allow for general results that echo those to be
found within special cases. It also offers a unified view of the limits inherent to submodels, where
questions such as the following can be asked: “which properties of the underlying algebraic,
update, and filter parameters are required for closure under a certain operation to hold?”

2. Definitions and Preliminaries

A monoid is a set equipped with a binary associative operation having an identity element. For
(M,+) and (N,⇥) two monoids, a morphism h : M ! N is a function such that h(1) = 1 and
h(ab) = h(a)h(b), for a, b 2 M . A semiring is a set K equipped with two binary operations
+ and ⇥ such that (R,+) is a commutative monoid with identity 0, (R,⇥) is a monoid with
identity 1 and absorbing element 0, and ⇥ distributes over +.

A semiautomaton A is a tuple (Q,⌃, �), where Q is a set of states, ⌃ is an alphabet, and
� ✓ Q⇥ ⌃⇥Q is a set of transitions. For a word w, we write Paths(A,w) ✓ �

⇤ for the set of
paths on A labeled w. For a path ⇡, we write Orig(⇡), resp. Dest(⇡), for the state in which the
path starts, resp. ends. The semiautomaton is said to be unambiguous if there does not exist
two different paths with same origin, destination, and label.

A weighted automaton W over a semiring K = (K,+,⇥) is a tuple (A, I, U, F ) such that
A = (Q,⌃, �) is a semiautomaton, U : �⇤ ! (K,⇥) is a morphism, and I, F : Q ! K. For a
word w 2 ⌃⇤, the automaton computes the value W (w) defined by:

W (w) =
X

⇡2Paths(A,w)

I(Orig(⇡))⇥ U(⇡)⇥ F (Dest(⇡)) ,

where
P

is the iterated +. The class of functions computed by weighted automata on K is
denoted WA(K). Moreover, W is unambiguous if A is, and we denote UnWA(K) the class of
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functions computed by unambiguous weighted automata on K—note that in such automata,
the actual interpretation of + is not needed.

3. Value Automata with Filters

Informally, this model differs from a weighted automaton on a semiring (K,+,⇥) in two aspects:
1. The weighted automaton updates its only register x with actions of the form x x⇥ c,

where c is determined by the transition. In value automata, more than one register can
appear, and the update expressions can be algebraic expressions.

2. If a word is recognized by n different paths, the values x

(1)
, x

(2)
, . . . , x

(n) of x at the end of
each path are collapsed using +. In contrast, value automata with filters apply a sieve on
the different values of x, collapsing only those belonging to a prescribed set.

With generalization in mind, we wish to present a formalization that does not impose any
a priori structure on the objects at hand, namely the underlying algebraic structure, the update
functions, and the filter sets.

3.1. Algebraic Structures and Classes

Definition 3.1 An algebraic structure K is composed of a base set (written also K) and multiple
internal operations, one of which is a distinguished operation called the collapse. We assume
that this operation is commutative, can take an unbounded number of arguments (associativity
implying such a property), and acts as the identity when applied on a single element. This very
general concept allows K to be a monoid, a semiring, etc.

Let K be an algebraic structure and f : Km ! K

n be a function. We will always assume that
the functions can be expressed using algebraic expressions, that is: each entry of f(~x) can be
defined using an algebraic expression relying on the operations of K and the variables in ~x.
This corresponds to the idea that f should be an update function, and should not, for instance,
make tests if K is not itself equipped with a test mechanism. Further, we say that f is copyless
if the set of expressions used to define all the entries of f(~x) contains at most one occurrence of
each component of ~x. We say that f is moveless if for all i, the i-th component of f(~x) is not
influenced by the values of xj , j 6= i. Finally, we say that f is resetless if no component of f(~x)
is constant when ~x varies.

Definition 3.2 An update class Upd on K is a function that maps each pair (m,n) 2 N⇥ N
to a set of functions from K

m to K

n. We add in superscript cl, ml, or rl when we consider
the copyless, moveless, or resetless subsets of Upd (e.g., Updcl,ml). In our presentation, update
classes will serve as restrictions on the register updates.

Examples 1 • When no restriction is imposed, that is, when updates are of the form of any
algebraic expressions on K, we denote the update class >.
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• Let + and ⇥ be two distinguished operations of K. We let Affine be the update class of
affine functions, i.e., every f 2 Affine(m,n) is defined using a matrix K

n⇥m and a vector
~v 2 K

n by f(~x) = M.~x+~v. This class is succinctly written “+,⇥c” in [1], as it corresponds
to updates using additions and multiplications by constants.

• With K as previously, 0 and 1 respectively absorbing and neutral elements for ⇥, and
m = n, restrain Affine by having M be a 0–1-matrix with exactly one 1 per row. We obtain
the update class Trans, so denoted as updates are of the form xi  xj + c. This class is
written “+c” in [1].

• Similarly, when restraining Affine by having ~v be the null vector, and M have at most one
nonzero entry per row, we obtain the update class Scale, corresponding to updates of the
form xi  xj ⇥ c.

Definition 3.3 A filter class Filt on K is a map d 2 N 7! 2K
d.

Examples 2 • The filter class > maps d to K

d. As a filter, its action is then void.
• Let + be a distinguished operation of K and < an order on K. The FO[+]-definable sets

are those expressible as a first-order formula using +, <, and constants. More precisely,
C ✓ K

d is FO[+]-definable if there is such a formula ' with d free variables such that
~x 2 C iff K |= '(~x). We write this filter class FO[+]. For K = N,Z this corresponds to
the semilinear sets, that is, finite unions of sets of the form ~v +K.

~

v

0 +K.

~

v

00 + · · · , where
the ~v’s are in K

d [8]. We write ;[+] for the quantifier-free variant of this filter class, that
is, sets corresponding to formulas with no quantifiers.

3.2. Value Automata with Filters

Definition 3.4 (Value Automaton with Filter) Let K be an algebraic structure, Upd an
update class on K, and Filter a filter class on K. Write � for the collapse operation of K.

A Value Automaton with Filter (VAF) of dimension d is a tuple A = (A, I, U, C, F ) where:
• A = (Q,⌃, �) is a semiautomaton,
• I : Q! K

d is a partial function called the initialization,
• U : � ! Upd(d, d) is the update function,
• C ✓ K

d is a subset in Filter(d) called the filter.
• F : Q! Upd(d, 1) is a partial function called the finalization.

The VAF A defines a partial function f : ⌃⇤ ! K as follows. Intuitively, for a path in A labeled
w, the registers are initialized with I(q), for q the first state of the path. They are then updated
using the functions of U , filtered by C, and merged into a single value by F (q0), for q

0 the last
state of the path. All such values for a label w are then collapsed using the collapse operation.

Formally, write Ut for U(t), and Fq for F (q). Define the valuation of a path val : �+ ! K

d by
val(t) = I(Orig(t)), for t 2 �, and val(⇡t) = Ut(val(⇡)), with ⇡ 2 �

⇤, t 2 �. In particular, if a
path starts in q and I(q) is undefined, then the valuation of the path is undefined. Finally:

f(w) =
M

⇡2Paths(A,w)
val(⇡)2C

FDest(⇡)(val(⇡)) ,
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where we implicitly discard undefined values of val(⇡), and the � of zero elements is undefined.

The VAF is deterministic (DetVAF) if A is deterministic and I is defined on a single state. It
is unambiguous (UnVAF) if A is. Finally, it is one-success (OneVAF) if |{⇡ 2 Paths(A,w) |
val(⇡) 2 C}|  1, that is, if the collapse is not needed.

The class of such automata is written VAF(K,Upd, Filter), and similarly for DetVAF, Un-
VAF, and OneVAF. We identify these classes with the classes of functions they define. For a
distinguished element 0 of K, the 0-support of a VAF is set of words it maps to 0.

3.3. Models Arising as Special Cases

Cost register automata and weighted automata. Deterministic VAF with > as filter
class are identical to the cost register automata of [1]. The expressiveness results therein relating
different restrictions of cost register automata are summed up next:

Theorem 3.5 ([1]) With (K,+,⇥) a semiring:
1. DetVAF(K, Scalecl

,>)
( DetVAF(K,>cl

,>) = DetVAF(K, Scale,>) = UnWA(K)
( DetVAF(K,>,>),

2. DetVAF(K,Affinecl
,>) ( DetVAF(K,Affine,>) = WA(K).

Moreover, weighted automata are naturally expressed as nondeterministic VAF where only
linear transformations are used—in which case, if no register moves are allowed and no filtering
is made, having multiple registers does not increase the computing power. Hence, in light of the
last point of Theorem 3.5:

Proposition 3.6 With (K,+,⇥) a semiring, VAF(K, Scaleml,rl
,>) = DetVAF(K,Affine,>).

Weighted automata over valuation monoids constitute a recent fruitful effort towards generalizing
weighted automata to less restricted settings [7]. The direction taken there is to move away
from the iterative aspect of weighted automata. Indeed, a valuation monoid M is equipped
with an extra function M

+ ! M intended to compute a value given the weights of each of
the transitions in a path. Locality and incrementality being at the heart of our models, such
automata do not seem to have an equivalent expression within VAF.

Parikh automata and affine Parikh automata. Parikh automata were introduced by
Klaedkte and Rueß [10] and further studied and extended in [3]. They are defined as recognizers.
In a Parikh automaton, a set of (integer) counters is incremented during a run, and a word is
accepted if the values belong to a prescribed semilinear set. An affine Parikh automaton is
defined similarly, except that the update function is lifted to any affine transformation. Viewing
languages as functions from ⌃⇤ to {0, 1}, it is readily seen that:
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Proposition 3.7 Deterministic, unambiguous, and nondeterministic Parikh automata (resp.
affine Parikh automata) can be simulated by the corresponding sort of VAF(N,Trans,FO[+])
(resp. VAF(N,Affine,FO[+])).
Theorem 3.8 ([3, 4]) • DetVAF(N,Transml

,FO[+])
( UnVAF(N,Transml

,FO[+]) = DetVAF(N,Trans,FO[+]) = UnVAF(N,Trans,FO[+])
( OneVAF(N,Transml) ✓ VAF(N,Transml

,FO[+]) = VAF(N,Trans,FO[+])
• DetVAF(N,Affine,FO[+]) = UnVAF(N,Affine,FO[+]) ( VAF(N,Affine,FO[+]),
• VAF(N,Trans,FO[+]) and DetVAF(N,Affine,FO[+]) are incomparable.
• In these classes, substituting N by Z or Q does not impact the the 0-support languages thus

defined.

Finally, VAFs can keep an extra register to 1 and use the finalization function to return it; if
the collapse function of the algebraic structure is the sum, this counts the accepting paths:

Proposition 3.9 For any VAF, the function mapping a word to the number of paths whose
valuations are in the filter is a function in the same class of VAFs. In particular, a VAF can
compute the number of accepting paths in a Parikh automaton or an affine Parikh automaton.

4. Conclusion

In this short exposition, we presented a new model that aims at identifying where some properties
of models widely studied in the literature come from. In a longer version, we will present the
closure properties, decidability properties, and expressiveness results that hold for the general
setting. Our goal is then to identify the essential characteristics that falsify a given property.
For instance, unambiguity adds no expressiveness as long as the set of functions xi  xj is
available as updates (as witnessed here by Theorem 3.8). Similarly, some separations between
the deterministic and nondeterministic variants can be deduced from the outset, generalizing
results for special cases. Another line of results is to work towards simplifying the filter set—
for instance, using ;[+] instead of FO[+] does not impact the expressiveness. Finally, for
well-behaved algebraic structures, complexity results can be derived for the decidable problems.
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Abstract
For input-driven queue automata (IDQA) the input alphabet is divided into three distinct classes
and the actions on the queue (enter, remove, nothing) are solely governed by the input symbols.
Here, this model is extended in such a way that the input of an IDQA is preprocessed by an
internal deterministic sequential transducer. These automata are called tinput-driven queue
automata (TDQA), and it turns out that TDQAs are more powerful than IDQAs. The work
in progress paper studies the properties of tinput-driven queue automata with weak, that is,
deterministic injective and length-preserving, internal transducers.

1. Introduction

Finite automata possess many nice properties such as equivalence of nondeterministic and
deterministic models, existence of minimization algorithms, closure under many operations,
and decidable questions such as emptiness, inclusion, or equivalence. On the other hand, their
computational power is quite low since only regular languages are accepted. It is therefore
natural to consider extensions of the model featuring additional storage media such as pushdown
stores, stacks, or queues. In general, such extensions lead to a broader family of accepted
languages, but also to a weaker manageability of the models since certain closure properties do
not longer hold, minimization algorithms do not exist, and formerly decidable questions become
undecidable. Thus, there is an obvious interest in extensions which enlarge the language family,
but keep as many of the ‘good’ properties as possible.

One such extension is represented by input-driven automata. Basically, for such devices the
operations on the storage medium are dictated by the input symbols. The first references date
back to [13, 11], where input-driven pushdown automata are introduced in which the input
symbols define whether a push operation, a pop operation, or no operation on the pushdown
store has to be performed. A recent survey with many valuable references on complexity
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aspects of input-driven pushdown automata may be found in [12]. Extensions of the model with
respect to multiple pushdown stores or more general auxiliary storages are introduced in [9, 10].
Recently, the computational power of input-driven automata using the storage medium of a
stack and a queue, respectively, have been investigated in [3, 8]. Here we are particularly
interested in queue automata. Some contributions relate these devices to other well-known
concepts in formal language theory and theoretical computer science. For instance, in [6] queue
automata (there called Post machines) with certain features are shown to characterize the class
of languages accepted by multi-reset machines [4], as well as some classes of languages defined
by equality sets. In [7], a restricted version of context-free grammars, called breadth-first
grammars, are provided as a generating system for certain classes of languages accepted by
queue automata.

The edge between languages that are accepted by input-driven queue automata (IDQA) or not
is very small. For example, language { an$bn | n � 1 } is accepted by an IDQA where an ameans
an enter operation, b means a remove operation, and a $ leaves the queue unchanged. On the
other hand, the very similar language { an$an | n � 1 } is not accepted by any IDQA. Similarly,
the language {w$w | w 2 {a, b}+ } is not accepted by any IDQA, but if the second w is written
down with some marked alphabet {â, b̂}, then language {w$ŵ | w 2 {a, b}+ } is accepted by
an IDQA. To overcome these obstacles we provide the input-driven queue automaton with an
internal sequential transducer that preprocesses the input. In the first example above such a
transducer translates every a before reading $ to a and after reading $ to b. An IDQA with
internal transducer is said to be tinput-driven (TDQA). While an internal transducer does not
a↵ect the computational capacity of general queue automata, it clearly does for input-driven
versions. To implement the idea without giving the transducers too much power for the overall
computation, essentially, we will consider only deterministic injective and length-preserving
transducers.

2. Preliminaries

Let ⌃⇤ denote the set of all words over the finite alphabet ⌃. The empty word is denoted by �,
and ⌃+ = ⌃⇤ \ {�}. The set of words of length at most n � 0 is denoted by ⌃n. The reversal
of a word w is denoted by wR. For the length of w we write |w|. We use ✓ for inclusions and ⇢
for strict inclusions.

A classical deterministic queue automaton is called input-driven if the next input symbol defines
the next action on the queue, that is, entering a symbol at the end of the queue, removing a
symbol from the front of the queue, or changing the internal state without modifying the queue
content. To this end, we assume that the input alphabet ⌃ is partitioned into the sets ⌃D, ⌃R,
and ⌃N , that control the actions enter (D), remove (R), and state change only (N). Such a
partition is called a signature. A formal definition is:

Definition 2.1 A deterministic input-driven queue automaton, abbreviated as IDQA, is a sys-
tem M = hQ,⌃,�, q0, F,?, �D, �R, �Ni, where
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1. Q is the finite set of internal states,

2. ⌃ is the finite set of input symbols consisting of the disjoint union of sets ⌃D, ⌃R, and ⌃N ,

3. � is the finite set of queue symbols,

4. q0 2 Q is the initial state,

5. F ✓ Q is the set of accepting states,

6. ? /2 � is the empty-queue symbol,

7. �D is the partial transition function mapping Q⇥ ⌃D ⇥ (� [ {?}) to Q⇥ �,

8. �R is the partial transition function mapping Q⇥ ⌃R ⇥ (� [ {?}) to Q,

9. �N is the partial transition function mapping Q⇥ ⌃N ⇥ (� [ {?}) to Q.

A configuration of an IDQA M = hQ,⌃,�, q0, F,?, �D, �R, �Ni is a triple (q, w, s), where q 2 Q
is the current state, w 2 ⌃⇤ is the unread part of the input, and s 2 �⇤ denotes the current
queue content, where the leftmost symbol is at the front. Thus, the initial configuration for
an input string w is set to (q0, w,�). During the course of its computation, M runs through
a sequence of configurations. One step from a configuration to its successor configuration is
denoted by `. Let a 2 ⌃, w 2 ⌃⇤, z, z0 2 �, and s 2 �⇤. We set

1. (q, aw, zs) ` (q0, w, zsz0), if a 2 ⌃D and (q0, z0) = �D(q, a, z),

2. (q, aw,�) ` (q0, w, z0), if a 2 ⌃D and (q0, z0) = �D(q, a,?),

3. (q, aw, zs) ` (q0, w, s), if a 2 ⌃R and q0 = �R(q, a, z),

4. (q, aw,�) ` (q0, w,�), if a 2 ⌃R and q0 = �R(q, a,?),

5. (q, aw, zs) ` (q0, w, zs), if a 2 ⌃N and q0 = �N(q, a, z),

6. (q, aw,�) ` (q0, w,�), if a 2 ⌃N and q0 = �N(q, a,?).

So, whenever the queue is empty, the successor configuration is computed according to the
definition of the transition functions on the special empty-queue symbol ?. We denote the
reflexive and transitive (respectively, transitive) closure of ` by `⇤ (respectively, `+). The
language accepted by the IDQAM is the set L(M) of words for which there exists a computation
beginning in the initial configuration and ending in a configuration in which the whole input is
read and an accepting state is entered. Formally:

L(M) = {w 2 ⌃⇤ | (q0, w,�) `⇤ (q,�, s) with q 2 F, s 2 �⇤ }.

For the definition of tinput-driven queue automata we need the notion of deterministic one-way
sequential transducers (DST) which are basically deterministic finite automata equipped with
an initially empty output tape. In every transition a DST appends a string over the output
alphabet to the output tape. The transduction defined by a DST is the set of all pairs (w, v),
where w is the input and v is the output produced after having read w completely. Formally,
a DST is a system T = hQ,⌃,�, q0, �i, where Q is the finite set of internal states, ⌃ is the finite
set of input symbols, � is the finite set of output symbols, q0 2 Q is the initial state, and � is
the partial transition function mapping Q⇥⌃ to Q⇥�⇤. By T (w) 2 �⇤ we denote the output
produced by T on input w 2 ⌃⇤. Here we will consider only injective and length-preserving
DSTs which are also known as injective Mealy machines.
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LetM be an IDQA and T be an injective and length-preserving DST so that the output alphabet
of T is the input alphabet of M . The pair (M,T ) is called a tinput-driven queue automaton
(TDQA) and the language accepted by (M,T ) is L(M,T ) = {w 2 ⌃⇤ | T (w) 2 L(M) }.

For a computation of a queue automaton, a turn is a phase in which the length of the queue first
increases and then decreases. Formally, a sequence of at least three configurations (q1, w1, s1) `
(q2, w2, s2) ` · · · ` (qm, wm, sm) is a turn if |s1| < |s2| = · · · = |sm�1| > |sm|. For any given
k � 0, a k-turn computation is any computation containing exactly k turns.

A TDQA performing at most k turns in any computation is called k-turn TDQA and will be
denoted by TDQAk. Analogously, k-turn IDQA are defined, and will be denoted by IDQAk.

In order to clarify this notion we continue with an example.

Example 2.2 Language L1 = { an$an | n � 1 } is accepted by a TDQA. Before reading
symbol $ the transducer maps an a to an a, and after reading $ it maps an a to a b. Thus, L1

is translated to { an$bn | n � 1 } which is accepted by some IDQA.

Similarly, L2 = {w$w | w 2 {a, b}⇤ } can be accepted by some TDQA. Here, the transducer
maps any a, b to a, b before reading $ and to â, b̂ after reading $. This gives the language
{w$ŵ | w 2 {a, b}⇤ } which clearly is accepted by some IDQA.

Finally, consider L3 = { anb2n | n � 1 }. Here, the transducer maps an a to a and every b
alternately to b and c. This gives language { an(bc)n | n � 1 } which is accepted by some
IDQA: every a implies an enter-operation, every b implies a remove, and every c leaves the
queue unchanged.

3. Determinization

Each language accepted by a nondeterministic input-driven pushdown automaton is also ac-
cepted by a deterministic input-driven pushdown automaton. The simulation costs for an
n-state nondeterministic input-driven pushdown automaton are 2⇥(n2) states [13]. It is shown
in [2] that this size is necessary in the worst case.

The basic idea of the proof is that the automaton stores applicable transition rules onto the
pushdown store, when a push operation should be done, instead of pushing the appropriate
symbol. The actual push operation is simulated at the time at which the symbol to be pushed
is popped. In this way, it may happen that some transition rule pushed does not belong to a
valid computation. However, the construction allows to distinguish these cases and, thus, only
valid transitions will be evaluated.

This technique can not be assigned to input-driven queue automata. The reason is that on
input-driven pushdown automata the last symbol pushed is used first. Thus it can be de-
termined whether it belongs to a valid computation or not. In contrast, input-driven queue
automata work according to the FIFO principle. Therefore, there could be many symbols in
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between the queue symbol currently to be removed and the symbol that has been entered
last. So, the technique does not allow to verify that the remove operation simulates only enter
operations belonging to a valid computation.

4. Closure Properties

We investigate the closure properties of TDQAs with a possibly unbounded number of turns
and with a fixed number k of turns. Let us start with a summary of the results for the former
class of TDQAs. A first result is that TDQAs are closed under complementation. For the
remaining Boolean operations of union and intersection we have to distinguish whether or not
the given two TDQAs in question have identical or at least compatible signatures. Clearly, two
TDQAs M and M 0 have identical signatures if they are defined over the same input alphabet
and the behavior of the queue of M and M 0 is identical for all input symbols. In case of
compatible signatures, the input alphabets of M and M 0 may di↵er, but the behavior of the
queue of M and M 0 is identical for all input symbols belonging to the intersection of both input
alphabets. For two TDQAs with compatible signatures it is possible to construct TDQAs for
the union and the intersection. It should be noted that we obtain as a by-product of the latter
construction that TDQAs are closed under intersection with regular languages. In contrast,
TDQAs are not closed under union and intersection in case of incompatible signatures.

Next, we investigate the operations of concatenation and Kleene star. For concatenation we
distinguish between the concatenation of two TDQAs with compatible and not necessarily
compatible signatures. It turns out that TDQAs are not closed under concatenation in either
case. It is not di�cult to extend this non-closure result to the non-closure of TDQAs under
Kleene star.

Finally, we investigate a possible closure under homomorphic replacements. We obtain that
TDQAs are not closed even under length-preserving homomorphisms which are a weak form
of homomorphic replacement. On the other hand, we expect the closure under inverse homo-
morphism which is in line with a similar result for tinput-driven pushdown automata. On the
other hand, it should be noted that input-driven queue automata are not closed under inverse
homomorphism [8].

For turn-bounded TDQAs we yield similar results. First, we observe that all non-closure
results obtained for TDQAs carry over to the turn-bounded case. Additionally, it is possible to
show that TDQAks are not closed under complementation. On the other hand, we still have
the closure under union and intersection in case of compatible signatures and under inverse
homomorphism.
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5. Decidability Questions

TDQAs with an unbounded number of turns are a powerful model, since they can encode in a
suitable way the computations of linear bounded automata. Owing to this encoding it is pos-
sible to reduce decidability questions for linear bounded automata to decidability questions for
TDQAs. Since it is known that for the latter class of automata many decidability questions are
undecidable and not even semidecidable, we obtain by our reduction that the commonly studied
questions of emptiness, finiteness, inclusion, equivalence, regularity, and context-freeness are
all undecidable and not semidecidable for TDQAs.

In the turn-bounded case, it is possible to show the decidability of emptiness and finiteness for
TDQAks. Both results are mainly based on the fact that the language accepted by a TDQAk

can be shown to be letter-equivalent to a context-free language. Furthermore, the questions
of equivalence and inclusion are decidable for TDQAks under the condition that both TDQAs
in question have compatible signatures. On the other hand, in case of incompatible signatures
the inclusion problem turns again into an undecidable and not semidecidable problem. It is
currently an open question whether the equivalence of TDQAs becomes undecidable in case of
incompatible signatures. For TDQAs with an unbounded number of turns, we obtain that the
questions of inclusion and equivalence remain undecidable and not semidecidable even if the
TDQAs are provided with compatible signatures.
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Abstract
If d denotes the depth metric on the regular A-ary rooted tree TA, then (Aut, dA) is a compact

complete metric space. Each automaton group G on A determines a compact complete subgroup

G of (Aut, dA), named the tree completion of G. Several natural problems arise in connection

with Aut(G) and G. We report on results obtained for the subclass of automata groups defined

by the Cayley machine of a finite abelian group H, including the famous lamplighter group.

1. Introduction

Given a finite nonempty set A, we may identify the free monoid A⇤ with the regular A-ary
rooted tree TA, where A⇤ is the set of nodes, the empty word " is the root and ua is a son of u
for all u 2 A⇤ and a 2 A. An automorphism of TA is then a permutation of A⇤ which preserves
length and the prefix relation. Note that Aut(TA) is a subgroup of the symmetric group on A⇤.

The group Aut(TA) is canonically isomorphic to the infinite wreath product SA oSA o . . ., where
SA denotes the symmetric group on A. This infinite decomposition involves the so-called local
permutations, which we now define.

Given ' 2 Aut(TA) and u 2 A⇤, there exists some 'u 2 SA such that

(ua)' = (u')(a'u) for every a 2 A.

(A)The first author was partially supported by CAUL, project PEst-OE/MAT/UI0143/2014 of FCT and
UID/Multi/04621/2013 of CEMAT.
(B)The second author was partially supported by CMUP (UID/MAT/00144/2013), which is funded by FCT
(Portugal) with national (MEC) and European structural funds through the programs FEDER, under the
partnership agreement PT2020.



30 Francesco Matucci, Pedro V. Silva

We say that 'u is the local permutation induced by ' at vertex u.

We define also the cone automorphism 'uA⇤
2 Aut(TA) through

(uv)' = (u')(v'uA⇤) (v 2 A⇤).

We say that G  Aut(TA) is a self-similar group if

8' 2 G 8u 2 A⇤ 'uA⇤
2 G.

Finitely generated self-similar groups can be constructed with the help of finite automata/transducers
of a particular type.

Indeed, a Mealy machine is a structure of the form M = (A,Q, �,�), where:

• A is a finite nonempty set (alphabet);

• Q is a finite nonempty set (state set);

• � : Q⇥ A ! Q is a function (transition function);

• � : Q⇥ A ! A is a function (output function).

We say that M is invertible if the mapping

�q : A ! A
a 7! (q, a)�

is a permutation for every q 2 Q.

We define recursively an action Q⇥ A⇤
! Q by

• q" = q;

• q(ua) = (qu, a)� (u 2 A⇤, a 2 A).

For every q 2 Q, we extend �q to a mapping b�q : A⇤
! A⇤ by setting

• "b�q = ";

• (ua)b�q = (ub�q)(a�qu) (u 2 A⇤, a 2 A).

If M is invertible then b�q is a permutation of A⇤, indeed b�q 2 Aut(TA). The automaton group

generated by M is the (finitely generated) subgroup of Aut(TA) generated by {

b�q | q 2 Q}.
It will be denoted by G(M). Automata groups are precisely the finitely generated self-similar
groups.

Let A be a finite nonempty alphabet. We define a metric on Aut(TA) as follows. Given
', 2 Aut(TA), let

d(', ) =

(
2�min{n2N

�� '|An 6= |An} if ' 6=  
0 if ' =  
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where An denote the n-th level of the tree TA. It is immediate that d is indeed an ultrametric on
Aut(TA), which we call the depth metric. As it is remarked in [1], the metric space (Aut(TA), d)
is compact and therefore complete.

Let G  Aut(TA). We denote by G the topological closure of G in (Aut(TA), d). Note that
G, being a closed subset of a compact space, is itself compact (and therefore complete). The
restrictions of the depth metric to either G or G will still be denoted by d and referred to as
depth metric.

It is easy to check that G consists precisely of those ' 2 Aut(TA) such that

8n 2 N 9'n 2 G : '|An = 'n|An ,

and is indeed the completion of (G, d). It has been introduced for branch groups by Bartholdi,
Grigorchuk and Šunić (see [1, Definition 1.18]) under the name tree completion, which we also
adopt. Note that G is a subgroup of Aut(TA).

The topology on G induced by d is none other than the topology of pointwise convergence: if
we consider A⇤ endowed with the discrete topology, then limn!+1 'n = ' holds in G if and
only if

8u 2 A⇤ lim
n!+1

u'n = u',

i.e. each sequence (u'n)n is stationary with limit u'.

Several natural problems arise in connection with Aut(G) and G:

(P1) Does every automorphism of G admit a continuous extension ' to G?

(P2) Does every automorphism of G admit a (continuous) extension to an automorphism of
Aut(TA)?

(P3) Is every fixed point of ' a limit point of fixed points of '?

We shall report on results obtained for the subclass of automata groups defined by the Cayley

machine of a finite abelian group H (i.e. the wreath product H o Z), including the famous
lamplighter group.

2. Results

2.1. G as a Subgroup of Aut(TA)

Lemma 2.1 Let G  Aut(TA) be self-similar. Then G is also a self-similar subgroup of

Aut(TA).

Automata groups, being finitely generated, are always countable. However, the next result
shows that their tree completions are countable only in trivial cases.
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Proposition 2.2 Let G  Aut(TA).

(i) If G is finite, then G = G.

(ii) If G is infinite, then G is uncountable.

We can prove that G = Aut(TA) for an automaton group G only in trivial cases. The key
is the following lemma, where the rank of a finitely generated group G denotes the minimum
cardinality of a generating set of G.

We shall denote by T
(n)
A the (rooted) subtree of TA induced by the nodes An.

Lemma 2.3 Let A be a finite alphabet with |A| � 2 and let n � 1. Then rank(Aut(T (n)
A )) � n.

Proposition 2.4 Let A be a finite alphabet with |A| � 2 and let G  Aut(TA) be finitely

generated. Then G < Aut(TA).

In particular, we have G < Aut(TA) for every automaton group over an alphabet with at least
two letters.

2.2. Automorphisms of an Automaton Group

It is a natural question to enquire which endomorphisms ✓ of an automaton group admit a
continuous extension to (G, d). By general topology, this is equivalent to say that ✓ is uniformly
continuous in (G, d). Note that the continuous extension must be unique, and it is easy to see
that is also an automorphism if theta and ✓�1 are both uniformly continuous automorphisms.

Given n 2 N, we define the n-th level stabilizer of G  Aut(TA) to be

Stabn(G) = {' 2 G
�� '|An = id}.

We can relate uniform continuity to stabilizers in the case of automorphisms.

Proposition 2.5 Let G  Aut(TA) and let ✓ : G ! G be an automorphism. Then the following

conditions are equivalent:

(i) ✓ is uniformly continuous in (G, d);

(ii) 8m 2 N 9n 2 N : (Stabn(G))✓ ✓ Stabm(G).

Corollary 2.6 Let G  Aut(TA) and let ✓ : G ! G be an inner automorphism. Then ✓ is

uniformly continuous in (G, d).

Corollary 2.7 Let G  Aut(TA) be such that Stabn(G) is fully invariant for every n 2 N.

Then every automorphism of G is uniformly continuous in (G, d).

The following example shows that this condition does not hold for every automaton group.
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Example 2.8 Let G be the automaton group generated by Aleshin’s automaton

p
1|0

xx

0|1

◆◆

q

1|0
&&

0|1
<<

r

0|0,1|1

SS

Then Stab2(G) is not fully invariant. Indeed, Vorobets and Vorobets proved in [4] that G is
the free group on {

b�p, b�q, b�r}, hence

b�p 7!
b�r
b�p, b�q 7!

b�q, b�r 7!
b�r

defines an automorphism ✓ of G. The action of the generators of G at depth 2 is described by
the diagram

00

q

""

p

↵↵

@@

r

��

10

q

JJ

p

yy

01
q

99

p
-- 11

p

bb

q

mm

))

r

ii

It follows easily that b�p
b�q 2 Stab2(G), but (b�p

b�q)✓ = b�r
b�p
b�q /2 Stab2(G). Therefore Stab2(G)

is not fully invariant.

2.3. Cayley Machines of Finite Abelian Groups

Let H be a finite group. The Cayley machine of H, introduced by Krohn and Rhodes in [2], is
the invertible Mealy machine CH = (H,H, �,�) defined by

(h, h0)� = (h, h0)� = hh0
2 H (h, h0

2 H).

If H is abelian, Steinberg and the second author proved in [3] that G(CH) ⇠= H o Z, the wreath
product of H and Z. If G = C2 is the group of order 2, we get the Cayley machine

p

0|0

⇣⇣

1|1
** q

0|1

⇥⇥

1|0
jj

and the lamplighter group L.
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The group L is generated by the automorphisms ⇠,↵ of T2 defined by

(x0, x1, x2, . . .)⇠ = (x0, x0 + x1, x0 + x1 + x2, . . .),
(x0, x1, x2, . . .)↵ = (1 + x0, x1, x2, . . .).

The lamplighter group admits the group presentation

h↵, ⇠ | ↵2 = 1, (⇠m↵⇠�m)(⇠n↵⇠�n) = (⇠n↵⇠�n)(⇠m↵⇠�m) (m,n 2 Z)i.

Note that ⇠m0↵n1⇠m1 . . .↵nk⇠mk has finite order if and only if m0 + m1 + . . . + mk = 0. Let
Fin(L) denote the subset of all elements of L of finite order. Then Fin(L) is an abelian normal
subgroup of L and L/Fin(L) is infinite cyclic. Moreover, Fin(L) is a direct sum of countably
many groups of order 2.

We describe next the automorphisms of L. With that purpose, we introduce the following
notation.

For every m 2 Z, let �m = ⇠m↵⇠�m.

Proposition 2.9 The automorphisms of L are the the endomorphisms 'n1,...,nk,�,m defined by

⇠'n1,...,nk,�,m = �n1 . . . �nk
⇠�, ↵'n1,...,nk,�,m = �m,

where k � 0; ni,m 2 Z; n1 < . . . < nk; � = ±1.

Let Aut+(L) denote the set of all automorphism of the form 'n1,...,nk,1,m (positive automor-
phisms). Then Aut+(L) is a (normal) subgroup of index 2 of Aut(L). We denote by Inn(L)
the subgroup of inner automorphisms of L. Note that Inn(L)  Aut+(L).

Proposition 2.10 (i) Aut+(L) ⇠= L;

(ii) Aut(L) ⇠= Lo C2.

Lemma 2.11 (i) Aut+(L) = h'1,1,'0,1,0i;

(ii) Aut(L) = h'1,1,'0,1,0,'�1,0i.

Lemma 2.12 Let m � 0.

(i) Let n 2 Z. Then ⇠n 2 Stab2m(L) if and only if 2m+1
|n.

(ii) Let i1, . . . , ir 2 Z. Then �i1 . . . �ir 2 Stab2m�1(L) if and only if the numbers

|{j 2 {1, . . . , r} | ij ⌘ p (mod 2m)}|

have the same parity for p = 0, 1, . . . , 2m � 1.

Theorem 2.13 (i) Every automorphism of L is uniformly continuous for the depth metric.

(ii) Every positive automorphism of L admits a continuous extension to an automorphism of

Aut(TA).
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The following example shows that the fixed point subgroup of an automorphism of L needs not
be finitely generated, even if the automorphism is inner.

Example 2.14 There exists ✓ 2 Inn(L) such that Fix(✓) is not finitely generated.

Indeed, let ✓ 2 Inn(L) be defined by

 ✓ = ↵ ↵�1 ( 2 L).

Since Fin(L) is abelian, we have

�✓ = ↵�↵ = ↵2� = �

for every � 2 Fin(L). On the other hand, given n 2 Z, we have

⇠n✓ = ↵⇠n↵ = �0�n⇠
n,

hence ⇠n 2 Fix(✓) if and only if n = 0.

It follows that Fix(✓) = Fin(L), an infinite abelian torsion group, therefore non finitely gener-
ated.

3. Conclusions

The results obtained so far, which seem to be generalizable beyond the case of the lamplighter
group, encourage us to conjecture that problems (P1) and (P2) may admit a positive solution.
We have made no progress yet on problem (P3).
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