NOMADIC MIGRATION — A SERVICE ENVIRONMENT FOR
AUTONOMIC COMPUTING ON THE GRID

von
GerdLanfermann

vorgelegt der
Mathematisch-Naturwissenschaftlichieakultat
derUniversi&t Potsdam
im Novermber2002

zur ErlangungdesAkademischerrades

Doktor derNaturwissenschaften
—Dr. rer. nat.—

angefertigiam

Max-Planck-Institufir Gravitationsplysik, Potsdam
Albert-Einstein-Institut

und
Fachbereichnformatik, Universitat Potsdam

Gutachter:
ProfessoDr. BettinaSchnor
ProfessoDr. Edward Seidel

ProfessoDr. lan Foster






Abstract

In recen years therehasbeena dramaic increasein available compue capaities. However,
thee “Grid resouces”arerarely accessiblein a continuousstrean, but rathe appearscatteedacrcss
variousmachhetypes, plaformsandoperatingsysems ,which arecouded by networks of uctu ating
bardwidth.

It becanesincreasingly dif cul t for scientiststo exploit available resoucesfor their apdications.
We beliee thatintelligent, self-governing appicationsshoud beableto selectresoucesin adynamic
and heteogereouservironment Migrating applicatiors determire a resairce whenold capadies
are usedup. Spavning simulaions launch algarithms on externd machine to speed up the main
execuion. Applications arerestated assoonasa failure is deteded. All thes actions canbe taken
without humaninteraction

A distributed compuk environmentpossasesan intrinsic unreliability. Any apgication thatin-
teracts with suchan ervironmert mustbe able to copewith its failing comporents: deteiorating
networks, crashng machine, failing software. We constuct a reliable senice infrastructure by en-
dowing a senice ervironmentwith a peer-to-eertopology. This “Grid PeerSewices infragructue
accanmodateshigh-evel servieslik e migration andspavning, aswell asfundamentalsenicesfor
apgdication launching, le transkrandresouce selecion. It utili zesexisting Grid tecmology wher
ever possilde to accanplishits tasks An Application InformationSener actasa geneic information
registry to all partidpantsin a service ervironmert.

Theserviceervironmert thatwe developed,allows applicatiors e.g.to sendarelocationrequests
to a migration sener. The sener selects a new compute base on the transmittedresouce require-
ments It transferstheappication's chedkpoint andbinary to thenew hog andresumeshe simulation.
Although the Grid's undelying resaircesubdrateis not coninuous, we achie\e persisentcomput-
tions on Grids by relocating the apdication. We shov with our real-world examples that e.g. a
tradtional genomeanalysis programcanbe easilymodi ed to perform self-determired migrationsin
this senice ervironment
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Chapter 1

Intr oduction and Overview

Nomadictribes move their entire possessimsto a new dwelling, whena new habitat promisesmore
efcient hunting andgatheing. We beliewe that applications on a Grid canopeiatewith similar au-
tonomy whenthey seé out nev compue capaciies oncethe old resoucesareusedup or whenthey
restat on anew hostif the previoushardvarefails.

Suchamigration techrology mustbeintelligent, failure proof andit mustrespetthe hetergene-
ity of multi-organizational Grids. It involvestaskslik e resouce monitoring, apgdication and senice
discovery, aswell as le transfersof arhitrary size. The objective of this thesisis the desgn andim-
plemenation of a geneic, fault-tolerant service infragructure that allows self-determired operdions
like migration on hetergeneusGrids.

We statt in Chapter2 with a brief introducion to Grid computng, foll owed by a presentaton
of threeadvanad casestudiesto highlight the potential of autanomic compuing on Grids. Two of
theseexamples which are motivated by previous prototypes [4, 60], migraion and spavning, are
implemened in this work. We continue the chaper with an analysis of the characteistics of a Grid
ervironment Basedon our experiences [9], we focus on the hetgogereity of the different Grid
comporentsand the intrinsic unreliability in Grids. We conclude Chapte 2 by outlining the aims
of this thesis Existing Grid techndogy and related reseach is reviewedin Chaper 3. Wherever
possble, we usethe existing infrastructure in our servie infragructure.

—
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*U:’ Environment: | Globus GRAM  Globus File Transfer Condor GSI Sun Grid Engine LSF LoadLeveler PBS (D
g
E Harr_:lware Machine Architecture Operating Systems CPU Architecture Network Capacities
S Environment: Memory Capacities Compute Capacities Disk Capacities
=
o , . -
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Figurel.1l: Thelayerdiagamgivesanovewview of thework in this thesisandoutlinesthe embedling of the
Grid PeerServiceg GPS)betweeruserapgication andGrid infrastru¢ure. High-level servicesarebuilt from
fundamentabkerviceswhich useexisting Grid technolgy. Redundat deploymentof servicespreventssingle
points of failure. GPScomnunicationcontert is expressedthrough Grid Objects(GODSsL).

Basedon our analysis of the Grid charaterisics, we proposein Chapter4 a pseuwlo-rdiable
servie infragtructure by combining theweb service modelwith a peerto-peertopdogy [61]. We call

2



this fusion of thes two senice paraligmsin a Grid ernvironment the Grid Peer Senice model In
Chaper 5, we motivate a gereric informationmodelthat allows a precsechaacterzationof objeds
onaGrid, e.g. les on machhes,senicesin applcations,comput requremens of simulaions. We
usethis Grid Objed Desciiption Language [62] to integrateexisting Grid techrology aswell aslegagy
apdicationsinto our servie ervironment

Theservicecompmentsof our infrastructure arebuilt around aclient-senerframeavork, explained
in Chapte 6, wherewe implemente arequest hardler to experimentwith differenterror propagation
straegiesandthin-client desigh. In Chapter7 we introduceour implementation of fundamentalser
vices, asillustratedin Figure1.1. They allow usto condruct the compouwnd migraion and spavn
senices. Thesesenices are treatedin Chapte 8, with specid emphais on failure stratgies and
reliableclient statup.

In Chaper 9 we demorstratethe capalilitie s of the migraion and spavn senice by migrating,
autorecovering and spavning real-world simulaionsin the eld of numeical relatvity [6, 1] and
geromeanalysis[63]. Bothappicationshave largerequremensfor memory processorandcompue
time. We conclulethis thesiswith a summaryandanoutiook on future projectsin Chaper 10.






Chapter 2

Using Computational Grids

Computaiond simulaions have alwayscomplkementedheordical andexperimental reseach. In the
future, more disdplines than ever before rely on compuationd apprachesto verify and validate
scienti ¢ resuts: Weatherforecastirg, genomeanalsisand nancial risk managmentarejust a few
of themary elds whichincreaingly deperl on high perfoomancecompuing.

However, scopeandaccuacy of these compuations arelimited by the compuational hardvare.
In quite a few situations, theselimits can be overcame by using multiple networked compugers or
by deploying intelligent programsthat seekout and accuire new resoucesif their currentcomptue
capacity provesinsuf cient.

We begin this chager with an overview of Grid compuing in Section2.1. We continue with the
introducton of threeadvanaed Grid case studesin Section2.2, which portray the potential power of
global Grids. In Sectio 2.3 we confront the reacer with the severe problemsthat aredeepy rooted
in global, hetepgen@usGrids: We examire its charaterisics, highlight the software andhardvare
aspectsandandyze the problansimposel by unreliable networks. We concludethe chager in Sec-
tion 2.4 with the objective of this thesis based on our analysis, we propcse a servie topdogy and
aninformationmodelto crede a senice infrastructure which opeiatesfaulttolerantly andinterfaces
with the ubiqutous,legag/ Grid middlewarein heteogereousGrids.

2.1 Intr oductionto Grid Computing

Grid computng originatedwithin the scienti ¢ andtechrical computng segmentand descibesthe
ability to accessand usedistributed compuer resoucesindependenly of scale hamdware and soft-
ware. Theterm“Grid” wasinspred by the analogy to power grids[39], which give peoge acces to
eledricity, while thelocaton of theelectic power soureis farawvay andusudly compleely unimpa-
tantto theconsuimer The power soulcescanbe of differenttype,burning coal or gasor usingnuclear
fuel, andof different capadty. All of thesecharaterigics arecompletly hiddento theconsimer who
only experiencestheelectic power, which hecantapoutof soclets, usingcommodty equipmentlike
plugsandcables.

While theadwantagesof computng grids areobvious,no exactde nition of “the Grid” exists. An
early de niti on revealk the similarities to the Paver Grid andogy [36]: “A compuétional grid is a
hardware or software infrastrudure that providesdependable, consstent,pervasive and inexpensve
accessto high-endcomputaional capabhlities” Thecurren trendseemgo have droppedthe “high-
end andpromotes Gridsfor every hardvarelevel andtype.

Grid computng hasbeenabuzavord overthelastyearsandcompute scierceinstituteshavetaken
gred effort in providing software padkagesto createa Grid infrastrudure. The Grid “hype” hasbeen
ampli ed by indudrial compares like IBM and SUN maoving in and picking up on this trend. Still
the numberof applications, which utilize Grids acrass multiple organizatons remairs small. With
the wealthof moreor lessuseil Grid infrastrudurein place it is crudal to estabish the apgication
asthetruedriving force of Grid development.lt is importantto keep focusedon possble apgication
scerariosasacommongoalfor bothapplication progmammersandcompuer scienists. Therefae we
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6 CHAPTER 2. USING COMPUTATIONAL GRIDS

descrbe a numbe of thesescerarios, which are basedon our peronal experiencewith large scale
simulationin the eld of numeical relatiity.

2.2 AdvancedGrid UsageScenarios

This sectio descrbesthree advancedsrid usage scerarios Turning theminto reality wasthe main
motivation for conducting the resarchpresaetedin this thess. Two of thesecasestudieshave been
carried outandareanddescibedin Chapte 9. Early Grid computing experimentslik e using two or
moresupercompuersasasingle virtual machineg calleda “ meta-canputef’ , datebackto evenbefore
1992,whenSmarrandCatlettoutlined suchan appioach[84]. This thesk focuseson a differenttype
of meta-compting: we are conernedwith the autoromic execution of (paralel) proggamsacrass
various machine [9, 60], which we term“Nomadic Migration”.

2.2.1 Nomadic Migration

NomadicMigration de nes the self-controlled andautanatic relocdion of large apdicationsto pro-
vide fasteror moreef cient codeexecuion. Nomadicillustratesthe low frequeng of this eventand
the self-contaned operdion of the application It is anapgdication-initiatedandself-determired pro-
cessn aservie ernvironmen. It handeslarge, paralkel simulaionsbut is notintendedto be usedasa
fastreactngload-balancing sysem.

Migration andits straegieswerewell studied in the context of cycle-stealing clugtersin the mid
90s(seefor example[73, 81, 15]). Themotivation for migraion in theseervironmens andon Grids
hasmoreor lessremainedhesame:

Administrative reasms: The compue requirementsof an application goesway beyond the
guete time limits offered ata compue cener.

Performaereasms: A “better” compute capadty becanesavailable during the execuion and
ahigherthroughpu is achievedif thejob is relocaed.

In this thess we go beyond the scope of a migraing within a singlecluster or anintra-Grid machine
pool, but relocde acros global Grids. The next paragaphillu strates the advantagesof autamatic
migration over manua trander of applicatiors.

Traditional Job Management: Marny large scalesimulaions have compue time requirements
which go way beyond the queue time limits offered at superomputirg centes. Thereareeven cases
wherethe appication's runime cannd be predictedat the startof the simulation. The requrements
for otherresairceslike memoryor disk spa@ may also charge during the course of the simulaion,
sometimesexcealing the supgy.

If auseris confronted with resouce demand by his applications that exceedthe current seting,
but he wantsto continue the simulation anyway, he hasto relocde to a machineor batd queuethat
providesthe requred resouces. The userengagsin atedious processof instructing the application
to chedkpoint, secuing the checkpoint les andarchivingthemif necessary If the simulaion can
only be continuedon anoterhost,the checlpoint le needso betranderred After dervingthe new
resouce requirementsthe simulation is resulbmitted to the queung sysem. At all stegs, the users
involvementmakesthe processproneto failure:

1. Checkmint les canbe eragd by disk quota expiration if the userdoesnot move the datain
time.
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Figure2.1: “Nomadc Migration” describetheprocessof interruging alarge-scaleapplication andcontinting
it onadifferentmachinethrough the transferof checlpoints.

2. Resoure requrementshave to be corredly analyzed,or the job will be rejectedfrom the re-
soure managmentsydem. This may hagpen either at submis#on time or — even worse—
during runtime

3. Conservatie resairceestimatas leadto longe waiting timesin thequele.

4. Thereseacheris requred to remembeusenamesandpaswordsaswell astheinterfacesto a
wide range of differentmachine, architectures,batc systansandshellprogams.

From experience,the overheadof this procedureenmuragsthe reseacherto resubmit a job on the
samemachire, discarding potertially fager machires.

Automated Migrati on: Theprooessof submiting anapgicationonanarbitray hog, whichful lls
minimumresaircerequremens, is a prime canddatefor automdion. In this secton we descibe the
migraton service in gereralanddraw the attention to someof the problemsthathave to be solved.

In Figure 2.1 we illustrate a migration processfor an applicationover time. The migration pro-
gressesfrom left to right acressthree differenthosttypes A, B andC, indicating a network of work-
staions, a cluster and a traditional supecompute, respectively. The left inse showsthe different
phasesof anapdication in aqueue: amigration client recavesresenedcompuetime, called a“slot”.
Within this time slot, all codeexecution hasto take place: therecovery of the simulaion statefrom a
checkpoint (afterthe rst migration), the calcuation phas andthe processof writing the simulation
stakto achedkpoint le. Applicationswhich exceel theirtime slotsareterminged.

In the illustration the simulation is stared on hostA. A migration sener (not shown),which is
respnsilde for the relocation of applicatiors, recevesinformationon the simulaion's resouce con-
sumpton andits locaton. It monitorsthe availability of new machireswhich meetthe simulafon's
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requirement. As “better” resaurcesbecane available,the simulation on A is informedandit check-
points. The checlpoint les aretranskrredto hostB. The simuléion is restated or sulbmittedto the
gqueuig system. As the applicationrunsout of comptie time on B, the lastchedpoint is archvedin
astorggefacility andthesimulaion is resubmittedto the queueon the samemachire. Thesimulation
will executea secom time on B.

Someadwancedapgicationsareable to receve the checlpoint asa soclet streaminstead of read-
ing from le. In combhationwith advanced resewration scheduling, this transfer mode allows for
fastchedpoint trander, shavn in the migration to machineC: The applcation on B is aware of the
expiration of its quele time andrequestsin adwvance a slot on machineC, which overlags with the
computeslot on B. By the time the applicationis abou to nish on B, the migration sener startsan
uninitialized simulation on C, which receivesthe simulation statethrough the streamedcheckpoint
andcontinuesthe calcultion
This casestudy ident es someof the problemsthathave to be solved:

File Transfer A migraion sener stagesexecuablesandother les to anew host Therefoe,a
migration sener mustbe ableto determire andusethe different le tranger method for each
of the source andtarget machires.

File Description: A serviee must provide a compat desciption of multiple les, including
informationonwherethe les arelocatedandhow they canbeaccesed.

Job Submission: Themigraton seneris respnsilde for submiting thenew job to theindividual
gueung systems.

Resouce Descrigtion: It is essenil to chaacteize resouce requirrmentsof anapplicationas
well asresouce capacitiesof machnes.Thesener mustbeableto evaluateandcompareghem.

Hardware Descrigtion: A migration senice mustdescibe the location of machine, including
thewaysto accesit.

Fault Tolerance Any patticipating senice mustopemtein afaut tolerantway. If anapplication
requresaservie, it mustbe ableto determinea serviceinstancesomeavhere.

Nomadic migration offers a way to radically increasethe throughpu of long-term simulaions by
automaiing theresairceseledion andapplicationtransker process.

2.2.2 Application Spawning

Application Spawningis a stratey to speed-upa simulation by taking advantagef work o w paral-
lelism and out-saurcing partsof anapgdication to externd hosts Many typesof simulaions usudly
involve a chan of differentalgarithms, whoseoutcane may feedbadk into the main simulaion. The
resultof a compuation, e.g.ananalsisroutine, may not be needdfor sometime. We canperfam
this calcukltion on a different compute, outsice the main program o w. However, we have to make
surethatthe datais sentbackin time for the main calcuation to cortinue. We call this techngueap-
plication spawnirg. In thefollowing scerario, we focus on the spavning of algarithms, which do not
provide datafeedlackto the coresimulaion. In Figure2.2 we illustratethe splitting of a simulation
work o w into asequene of corealgarithmsA,CE,... andasetof subalgorithmsB,D,EH,... that
arespavned.
Eachsub-dgorithmis execuedin astanagloneexecutdle onamachire whichis “bes”-quali ed

for thattype of task. The appication determiresautoromically at runtime,which sub-outines in its
work o w donotfeedbackimmediatdy into themainsimulaion andcanbespavned Thesimulation
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Figure 2.2: Apdication spawningdescrites a techrique to identify regionsin the progam's work o w that
areparallelto the main execuion andcanbe run on extemal resoures. Spavning custonizesan application
to perform the resourcedemanihg compuationson expersive machinesandto outsouce lesschallengng

routinesto econanic compue resourcs, like clusterpods.

writes a che&point which only contans the datathatis necesaryto startthe spavnedtasks. For this
rea®n, spavned subjobs do not comewith large checlpoints andusually run with reducedmemory
requremens. The hosting machire canbe chose to bestmatchthe chamacterstics of the spavned
subrjobs, e.g.in termsprocessimg archtecture and power, disk capaity, etc. In our illustration we
execue the sub-pbsB, F on aworksation netvork B andsuljobs D, H on a mainfrane C, while the
corealgorthmsarecontinuedon cluster A.

Notethat“better” resaircedoesnot necessarilymeanfaster it canalsobea “cheger” machire:
If timely compldion of the sub-jd is not an issuefor the reseacher, application spavning canbe
usal to popuate the inexpensve idle workgation cycles with usefu computaion. The high-quality
compue time on a supercompter is dediatedto the corecalculations We have gainedthroughthis
appoacha shoter usag of expensivehigh-performancecompuersby outurcing lesschalenging
routinesto ecanomicresouces.

Thedesgn of amigration andspavn senice ervironmentis deseibedin Chaper 7 and8. Exper
imentswith theapplicationspavning andmigration servieesarepresentedandanalzedin Chapter.

2.2.3 Simulation Prototyping

Simuldion Prototypng allows a simulation to determire its future numertcal behaviorby launding
simulaion probes. Theseprobes“overtke” the main execution andtheir behaior is usedto control
the principal simulaion.

Simulation protatyping is useiul for ary simulaion thatdepemls on the seting of certan paramegrs,
e.g. Adapive Mesh Re nement(AMR) algaithms. AMR method smoothout critical regions in

numeical simulaions by locally increasingthe resoldion of the mesh. The processof addirg more
points to the meshandchoasing a smallertime stepis called meshre ning. Certan local numerial
conditions, (e.g.anincreasein error residuals during the evolution process)may indicate a critical
areg whichrequreshighe spatid re nement. Oftenthes condtionsdo notgive enowghinformation
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Figure2.3: SimulationPrototypng dendesfast-running probesthatexplore the behavior of a paren simula-
tion. In thisillustration,anAMR simulationlaundesa probeto detectproblematicregionsin advarce.

on the exact location of a region. Sinceaddng meshpoints implies a seribusincreasein memory
consumption,there nementof thewhole meshis gererally not anoption.

A solution to this problemis illustratedin Figure2.3,whereasimulaion probeis startel onhostB.
Theprobeonly contans partsof thefull problem: it usesthe samenumeri@l algorithmsbut operdes
with lesser predsion, resdution and spatal extent Becawsethe probeon hostB executes faste, it
“overtakes” the parent simulaion on hostA in time anddevelops the undesiredpatiological behavior
earlie. The probés simulationis stopped, the resuls aretranderredto the principal simulation and
areusedto identfy thecritical regions in advance.Theright numberof meshpoints is added to the
mainsimuldion before the pathdogy develops.

A variaton of theapprachis usedto conduct paraneterstudes: anumeri@al modeloften depemns
on mary different physial paraneters.To gain an understamling of their impact, mary simulaions
(“clones”) with slightly different paranetersetings arelaunchedto surwey the paramegr space In-
formation of sudh asurwey feeds backinto a parent simulation.

While this partcular scenaio is notimplemernedin this thess, we gave thethereader animpres-
sion of the possbilitie s that are offered by intelligent applicatiors. It will becomeevidert atthe end
of this thess how sucha self-controlled application canberealizedin our Grid PeerServiceerviron-
ment. With the realization of migration and spavning technuesin this thesis the possbilities of
autoromic Grid computhng may appearlessimaginay.

2.3 Characteristicsof a Grid Environment

In this sectin we analyz the charactersticsof Grids. We conaentrat on networks in Sectian 2.3.1,
the hardvare ernvironmentin Section2.3.2 and software ervironment2.3.3asthe core compments
of Grids. We restict our analysis to multi-organizaiond, global computng Grids anduseour ob-
senationslaterin the despn of a servie infrastrucure. In Section2.3.4we derive requrementsfor
applicatiors to run and migratein a hetengen@us Grid ervironment. We look in particular at the
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hardvareindepen@nceof the execuableand le dataformats

The chaactersticsof Grids arelargely a resut of a heteogeneousresouce substrate [26] com-
binedwith autoromoussite admiristration. Resoucesaretypicdly ownedandoperded by different
organizatonswith varioussite policiesandapgication baclgrounds. Theterm substate portrays the
underlying hardware network, software, compiler andresarcemanagmentlayer, which is different
from site to site andvaries with time. Evenif the samecomporentsareemployed at different sites
differences in theloca con guration setings areusudly quite large. Obviously the substateis not
staic but hasdynamic properties the compamentsof a Grid chang someof its propeties over the
couseof months daysor hours

2.3.1 Networks and Reliability

Computdiond Grids can be realized on a large rangeof setthgs and we give an idea of what is
typically understoa by theterm“Grid”:

Combiningthe supecomputrs of several compuing certersis an examplke whereonly a few
high performancecomputes from differentorganizatonsassemt# a computng Grid. Sucha
colledion is typicdly usedto solve large scalenumeri@l problems,whichdonot t onasinge
supecompute.

Utilizing idle cycles of PCsized workstation: Suchanetwork of workstaions(NOW) is aviable
appraachto close in on the performanceof a supecompuer by summingup idle workstation
cycles. This colledion of machnesis mosteffectively usedby trivially parallel algoiithms.

“Intra-Grids” areassenbledfrom thehardware of acompary'sintranetonly: Suchencapulaed
Gridsrequre lower secuity standadsandeasehe socialaspectof co-alocating resairces.

Combiningof all storagefadlities into a sinde virtual storage spa@ hasfound a popuar re-
alization in todays Storag Area Networks (SAN). Such“storage Grids” are also subjct to
extengve reseach by the EuropeanUnion's “Data Grid” project [27], which focuseson dis-
tributedandshaedlarge-scée datdaseof high-enegy-physicsexperiments.

All these scenaios sharethe property that severalresaircesaretied together by a network. Through
this link, a new “virtual” resairce comesto existence: a compuing or storag Grid. Thelifeline of
such a Grid compuer is the network. As the network's quaity deceasesthe “Grid compuer” fades
out of existence. Increasirg the compleity andsize of the network doesnot make compuatioral
Grids morereliable per se The network posessesaninherently disruptive propety andevenif the
reliability of asingle connestion maybecloseto %, the charce of failure grows to signi cant size
asmorecomecticnsareaddel.

Distri buted Applications and Networks:  The dynamic bardwidth andlatercy of a conrection on
the network will vary vastly over time, asthe bandvidth maybe ranging severalorde's in magnitue.
The assumpbn thatthe dynamic propertiesare consant during the lifetime of anapgication allows
for basicperformancebalancing At the startof a program,the network quality is measurd andbasic
straegies are employed to compenate the network situaion. The settirgs are not modi ed during
the lifetime of the progran. The initial adjugmentof the TCP buffer size for Globus sodket basd
meta-omputirg is anexampleof sucha straegy.

For long-termdistributed applicatiors lik e servieesor simulationsthis assunptionnolonge holds
true: the network’s dynamic propeaty may change signi cantly e.gduring aoneweeksimulgion run.
Thenetwork qudity mayvary upto thedegreethatthe network becanesunusablefor ceriain periads.
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A distributed apgication, which fails to ackrowledgesucha change in the underlying fabiic, may
eitherstopworking or continuerunin arathe inef cie ntway. Theadatability of thecommuni@tion
in anapplicationis currerily invegigatedby Dramlitsch[8, 29].

Undersandirg the effect of changing network quality is imperatiwe for ary senice thatinterects
with distributed resoucesor applicatiors. In this thess we chosea distributedsenice ervironment
andaredwundart servicetopdogy (Chapterd) to provideafaulttolerant senice ervironmert to appli-
catiors.

2.3.2 Grid Hardware Environmernts

Gridsspana wide range of hardvare. The variety of operating sysemsandhardvarearchtectuesis
further in ated by thedifferent comput capadies they offer. Certan machine areable to hostlarger
applications, while othe's execut faster

A userwhois offeredthe heteogereousmachire park of a Grid hasustally noideahow well his
progmamwill perfam onthe assotmentof resouces.On a corventioral multiprocessr systen, it is
straightforward to derive the compuational perfarmanceof an application. The efciency ona Grid
canoftenonly bedetermiredatruntime. Extractngthisinformationfrom theapplicationanddrawing
the conequerteslike stoppng andrestarting a codesomavhere elseputsa sign cant managenent
overheal ontotheuser

Computerhardvare exhibits a similar unrdiability asthe network: machne acces becomesm-
possble as machiresare shutcown for mainterance,cluster nodes experiencefailures,or hard disk
capadties Il up, etc. In gereral we have to distinguish betweenthe machineandresairce accesi-
bility 1. While the machire itself maybe accesible, its resaurceis usualy notimmediatdy available:
supecomputes often partition their totd computecapadties into queuesand executejobs through
batchsulbmissionsysems.Thewait time in suchqueues mayrange from housto days.

2.3.3 Grid Software Environments

The various software ervironmens are andher facta which causethe heteogen@usapperanceof
Grids acros multi-organizatioral domains Different software packagesoffer solutons for seare
accessbatchsubmis#on andresairceschediling, le transkr, etc. Thepackagesaretunedto perform
well for a singe site andareintendedto be usal by users—they arenot desgnedto be utilizedfrom
externd domairs andin anautomagdfasthion.

For pardlel apdicationsthe differentpardlelization librariesareanottrer important charaterigic
of a software ervironmert: venda implementatios of MPI can be found alongwith geneic MPI
instalation, like MPICH. Thevariety continuesfor the compiers,wheresomeallow for compilaions
thataretightly tunedto achip architecture while othe “just” compile anexecu@ble.In Chapte 3 we
acquant thereacker with a numberof different Grid software soluions whenwe give anoverview on
Grid middlewarethatis relevantfor our migration andspavn scenaios.

Software packagesareprobably the mostdiversebut leastdynamiccompmentsin a Grid. Instal-
lations aregenenlly quite different, but they areusually not charged,oncethey have beenadjusedto
a hardware andproventheir functionality.

2.3.4 Client Applications

An applcation neals to ful ll a numberof requrementsto be able to execue and migrate on a
hetergenews Grid. Beyond theseminimal requrements an applicationwill not perform optimal

1By “resource”we referto the compute capacityof oneor moremachinesby “machine”we denotethe hardware.
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unlessit bringsa certan “awareness”for thedynamicsin a Grid. In the next sedion, we explain what
thes requremens are and how application intelligence improves performancein a compuatioral
Grid.

Hardware Independence: Beforeary apgdicationscanrun acrassa variety of heteogereousplat-
forms, an appropriate binary mustbe supplied to the different archtectures and opeiating systems.
Severalsolution arefeasibie:

1. Hardwareindependaceof theexecutdle canbeachievedby takinganinterpretive appraach,as
seenwith High Perfomancelava [56]. This stratgyy usesthe natve platform independerce of
Java. Although a Javaimplementdion of MPI [14] is available, Java hasnot been overwhelm-
ingly sucessfulis numerts, since interpretive languageslack the potential of fast executian
andspecid breed of supercompterslack Jaza runtime ervironments

2. Providing the appropriate binary at eachsiteis another stratgy. For stardardapplicatiors, like
Mathemattaor a chemical engneering software,this requrementmaybeeasyto ful ll. If the
binariesaregereratedby a user this strateyy doesnot scalewell for alarge numbe of sites: it
requiresan enormots amouri of le managmentto keepbinariesup-to-dateon the different
hosts Feider[32] hasaddessedhis problemwith anautomaged make-systemwhich compiles
thesource code on anarbitrary numberof platforms.

3. A scalalte soluion canbe achieed by suppling binariesfor eachof the paticipating arch-
tectuesandstoring themin a cental repasitory. This solution reduesthe numberof binaries
to the numberof architectures in a Grid but possbly ignores site, compier and chip specic
optimizaions.

4. Compilatin-onthe- y geneatesanexecuablefrom sour@ codejustin timefor theexecuton.
This appioachmakesit possble to usechip sped¢ c compile optimizations, instead of using a
geneic executdle. It requreson the othea handa very disciplined programmingstyle, which
needsto confarm closely to standirdslike e.g. ANSI C. If the proggammerhasemployed ar-
chitedure sped c optimizationwithout proper protection, the program may perform poaorly or
will notcompileatall.

Data Formats and Checkpoints: Platform independace is also necessaryfor the outpu data
which is genentedby the application A migrating simulaion leavesa trail of outpu dataon each
hod. It mustbe ensuedto tha le chunkscanbejoinedtogetter at a later stage Checkpants are
data les, which are usedto save the stateof a simulation. They permitto restae the stateof the
apdication and coninue the progamwhereit hasleft off. Checkmints canbe usedon machine of
differenttypeonly if they arewrittenin ahardwareindependetformat. If thisis thecase chedkpoints
areanidealway to relocae anapplicationin a hetengen®uservironment Hardwareindependerce
rules out dataformats,which arebased on memoryimages Suchmemoryimages aree.g.usedfor
checkpointsin the CondorHigh-Throughput-Compuing ervironment23], seeSection3.3.1.

Checlpoints canbe drawn in regular intervalsto safeguardthe simulaion againg hardvarefail-
ures If the codediesfor somereasm, it canbe restated from the time on whenthe last checkpoint
wasgenersed.

Application Intellig ence: A production codeonaGrid is facedwith adynamicervironmenfwhich
leavesthe userin the dark on mostof its propeties during the execution of the program. The apdi-
cation nealsto be skilled enaugh, to dealwith thesecharging condtions. To give anidea,in which
elds “applicationintelligence” is neede, a few examplesaregiven:
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Memory Consumption: a simulaion's memoryallocation candepem on the behaior of the
numeri@l problem. Memory consumption increasesasregions of highly dynamic behaviorre-
quire ner resoluion (seesectbn 2.2.3on adagive meshel A code whichis notawareof the
memoryconstaintsimposedby the hardvareor quete settigs uswally terminaescatastrophi-
cally.

Runtimeand|O awarenas: Checkminting is the processof saring the stateof an application
to disk. Dependhg on the size of the simulaion memoryand IO capailities of the sygem,
thewriting of acheckpoint le cantake consderabk time. Scientstsusualy derive the correct
duraion of acheclpointing processfrom expelimentandediwcatedguesgs. Whenuserssubmit
their simulaionsto aqueung sysem,theapdication needto nish thewriting of checkpoints
before the quete time limit expires or the apgication is killed. In a Grid ervironmert, where
eachresaurce hasdifferent I/O chaacteistics, chekpoint timing informaiton is dif cult to
predict.

This list providescompelling incertivesto introduceapplication intelligence: For example,anappli-
cationwhich is awarethatit is abou to consume all available memorycaneither shutown cleanly,
stopary further re nementprocessor initi atea migraton to a betier suited machine

2.3.5 Discussion- Probabilistic Reliability

Network, hardvareandmiddleware arearethe key compmentsthat turn the Grid into a productive
entity for anappication. Their characeristics arediverse their properties uctuate on all time scales
andall compmentsareunrdiable. Thekey questionis thefollowing: Is it possibleto usethe unreli-
able softwae, hardware and netwolk componatsto creae a reliable senice structure ? We believe
thatthis canbeachievedthroughthe concept of probabilistic reliability .

This ideatakes advartageof two abstactions: the abdraction of the appication from the hard-
wareandthe abstaction of a senicesfunctiondity from the appication that providesit, alsocalled
“serviceinstance”. With this straegy we caninstdl aredundart setof senices: asingle servicetype
with multiple serviceinstances.Multiple servicestypesareorchestrated to form comple, compound
servieswhich alsoopeateaccordng to the sameredurdang philosopty.

By deploying numerow senices of the sametype acrass a collection of machires, we crede a
pool of reduindantservie appications. While we canrot guaranteethata servie on a speci ¢ host
will be available at sometime in the future, we canassume that the senice type will be available
somevhere on the collection of machines.

2.4 Implementing Scenarios— ThesisObjectives

The objedive of this thesis is the developmentof a faulttolerant service infrastrucure that allows
aclient to operate autoromically. In particular, we permit clients to requesthigh-evel servieslike
migration andspawvn serviesthroughremoteprocedurecallsfrom asener.

Whenwe implemern theadvancedscenariosof Section2.2, we arefaced with two es®ntial prodems
which have their origin in the chaactersticsof Grids:

1. Thenetwork andhardware comporentsof the Grid, which hostthe various Grid apgications
andsenices,opeateunrdiably. However, we needto provide a service infragructure, which
yields a consstentaccessto servieesandresairces.
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2. Thelandsapeof the Grid consbtsof a variety of middlewareandsoftware packayes.Interfac-
ing with these ubiquitous legag sysemsis critical for the succasof a serviceinfrastrucure:
we canrot promotea singlesysemandrequire all sitesto install it. Our service infragtructure
needdo interfacewith today s softwareinstallationsaswell asupcomingtechnologeslike web
servie basedaccessnethals.

The objecive of this thess requres multiple steps befare a senice infrastructure can be put into
pradice:

We propcsea corsisten senice ervironmert by taking advantageof a probabilistic reliahility
through a redundan dedoymentof services. We develop this concet in Chapter4 andcall it
in anabgy to the PeerTo-Peemodel“Grid PeerServices” (GPS).

We estalish agereric descrption modelfor objectsonthe Grid (Chaper5). The“Grid Object
Descripton Languaye” (GODsL) integratesthe various independet aspets of Grid objeds
into a commoninformationmodel. It allows for compat commurication betweenGrid peer
servies.

TheGODsL datamodelis usedto transhtebetwea the proprietary descrption vocakularies of
the various Grid middlevare solutions andit is usedto interface with legag/ apgications, like
batchsulbmissionsysems.

We develop areques hander framework in Chaper 6, to experiment with fault toleranceand
errorbackpropagationcapabilitiesin a distributedservie ervironment

We proposean Application InformationSener (AlS) asaregistry to store genelic information
onsenices, les andresouces,aswell asclientspeci ¢ data(Chaper 8).

We implemen a numberof fundamentalGPSappications that provide basc Grid operdions
for clients through remoteprocedurecalls (Chapte 7). Thesefundamentalsenicesuseexisting
Grid infrastrucurewhereer possble.

Basedon the fundamentalseniceswe introducea secand GPSclass that provideshigh-level
servieslike migration andspavning (Chager 8).

By combinng fundamentalandhigh-level peerservies,we demorstrateanimplementatio of
aservie monitorthatis capableof managng redundantsenices:it is monitoring andrestating
servie applicatiors aswell asautanatically recovering client simulaions (Chaper 8).

We apply the migration and spavn ervironmert aswell asthe autorecovery to two realisic
scient ¢ applicatiors andanalyzetheir autanomicmigration andspavn behaior in Chapter.

Notethatthis thess doesnot focuson the appication internal reaization of spavning. We provide a
senice ervironmert to codes which allows themto autoromically requestsuchopeations, while the
senice ervironmenttransparetly perfomsthe necessarytasks. Figure 2.4 sketchesthe distributed
senice infragtructure thatis developedin this thess. Hardwareresoucescomein different types and
corstellaions, they may be direcly accesible or hiddenbehnd re walls. In an applicationcentic
ervironment, these servicesare to be usedby client codeswithout humaninteraction. The sketch
showsseverd Grid Migration Seners(GMS), Application Informaton Seners (AIS) and Grid File
Seners(GFS).The AIS functionsasa cential repostory for informationrelated to senices, les or
resaurces etc. The GFSoffersanaccesto le transkrsfor the partidpating machine andthe GMS
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Figure 2.4: This thesisdevelops aninformation mocel anda fault-toleant, distributed serviceinfrastructue
onaheterog@neos Grid: For instanceGrid File ServiceJ GFS)useexisting middlevareto manae les and
Grid Migration Servicegf GMS) offer migrationservicego applicaions. The AlS actsasa datawarehosefor
all participarts andstoresapplicdion, service,le andresourceaelatedinformation.

providesmigration senices. Serviesuseexisting Grid infrastru¢ure and are deployed redundarily
to compersatefor hardware or network failure.

We will prove the working conaptof the service infrastrucurein Chapter9, wherewe analyze
the migraion andspavn experimentsthat we conductedwith realstic, scierti ¢ simulation codes on
atestbel of machnes.



Chapter 3

Grid Computing Environmentsand Related
Work

This chager acquaintsthe reacer with different compuing ernvironmens and middlevare techrolo-
giesfor compuationd Grids. We wantto raiseawarenes for the numeros solutions,eachwith an
individua usage. We highlight someshatcomings of existing padkages which motivated our devel-
opmer of the Grid Peer Serviesandthe Grid ObjectDesciiption Languaye asthe foundation for a
distributed, fault-tolerantmigration ervironment

We startwith an overview on resairce managemetnandapplcation monitoring software in Sec-
tions3.1and3.2,foll owedin Section3.3by aselecton of high-level padkagedor seamlestegration
of resaurcesandapgications. Wherevrer possble we will usetheseexisting Grid solutionsin our mi-
graton ervironment. Weintroducethe CactusCodeFramevork in Section3.4asanapplicationbased
Grid soluion. We take a look at informationmodelsto desceibe Grid entitiesin Sectian 3.5 andlist
someof the major Grid resarchinitiativesin Section3.6. We conclude with a compaison of the
introduced softwarein Sectian 3.7. Theweb serviee modelandrelatal tecmologes, like OGSAare
introduced in Chaper 4 anddisaussedn Section5.11togeherwith GODsL.

3.1 Resource Managementand Monitoring

In this secton we give an overview on resouce andjob managemernsygemswhich arerelevart for
ourwork. An automate submisgon senice asemplg/edin our migraion senice ervironmert hasto
interfacewith alarge variety of resouce managmentsystens.

3.1.1 The Globus Toolkit

The Globus Toolkit provides solutionsfor a variety of tasksin a compugtiond Grid. Globus offers
certral servieesfor communicdion, secuity, information managment,brokering andresaurce ac-
cess The modula appioachin Glohus is contrastedby the Legion frameavork [31], in which every
compaentof theGrid becomesanobject of asinde virtual compuer[52]. In this overview, wefocus
on the Globus resouce managenent,informationinfrastru¢ure andsecuity packages.Like all Grid
enaling middleware,Globusis a softwarelayer thatis locatedabove the opemating sysemandbelow
thesitespec¢ c managemeapplicatiors, suchasbatchsubmision systansanduserapplicatiors.

Resource Speci cation Language

The GlobusResoure Speci caton Languag (RSL) providesa commoninterchange languageto de-
scriberesoucesrequremens, basel on attribute-valugpairs Thevarious componats of the Globus
Resouice Managenentarchiectue useRSL strings to perform their managemet functionsin coop-
erafon with the othe compamentsin the systen. The RSL allows for comple resouce desciptions.
(An RSLscript, generntedby the migration servie for athreemachine meta-@mputing runis shown
in Section7.4.2).Below is asimpleRSL script for aparalkel run:

17
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(&(reso urceManagerC ontact="ferm at.cfs.ac.uk /jiobmanager- pbs")
(count=16)
(jobtype=m  pi)
(executabl e=pi)

)
Suchscripts canbe laundhedwith Globus, asshavn below:

lanfer@ vidar2:™> globusrun  -f RSLfile

Theattributes(e.g.coun) aremappel to the correspondng batth submisionattributesby the Globus
Resoure Allocation Manage (GRAM) [49]. Herethejob is submitedthroughPBS Thejobmanager
is omittedfor interactive execuion. Thesetof RSL attributesis x ed.

Metacomputing Diredory Service

The Metacompting Directoty Service(MDSY is part of the Globus informationinfrastrudure and

provides a direciory senice for Grids. MDS is a framework for managng static and dynamic in-

formation abaut the statusof a compuational Grid compue nodesand storagesystens. MDS uses
the Lightweight Directary AccessProto®l (LDAP) [89], asa uniform interface.MDS consigs of an

informaton provider comporent called “Grid Resouice Information Servicé (GRIS), which is de-
ployed at participating sites anda certralized directory comporent called “Grid Index Information
Service”(GlIS). An MDS canbequeried throughagraphicaluserinterfacesor anAPI. The effortless
browsing of aMDS datalasethrougha GUI is decepive: seartiing andaccesmg speci ¢ dataitems
in deepy rooted MDS treefrom within anappication is non4rivial.

Globus Security Infrastructur e

The Globus Securiy Infrastrudure (GSI) allowsfor secureauthantication base on X.509 public key
certi cates. GSI canbe usedto authenticae users,resaircesand processes A requestto acces a
machineis autlorized if a userhasan entty in the machire's “grid-map- le”, which senesasan
accesgontrd list. GSlopeiateswith global userlDs (seeYour iden tity :), which aremapped
to the sitelocal accounts. The grid-map- le mustbe edited on all machneseachtime ause is added
to the Grid ervironmert.

Single sign-m is accomplished through the geneation of a tempoary proxy [87] from a user
certi cate, asshowvn below. The proxy canthenauthenticatethe userto othe machnesor proceses.
A proxy hascertan lifetime, which defaults to 12 hours. During this time, the usercanaccessma-
chines, which have the users idertity in their grid-map- le. After the proxy expires a newv onemust
be retrieved manudly. A proxy canbe taken alongwhenuserslog into othe sites This is called
“proxy-delegation” andallowsa userto acces all patticipating machine from ary other

origin>  grid-proxy- init

Your identity : /O=Grid/O= Globus/OU=ae i.mpg.de/CN= Gerd Lanferm ann
Enter GRID pass phrase for this identity: Fhkkkxx %

Creatin g ProXy eeeeees v e e, Done

Your proxy is valid unti Tue Aug 6 00:13:56 2002

origin>  grid-proxy- info

subject : /0=Grid/ O=Globus/OU= aei.mpg.de/C N=Gerd Lanfermann/ CN=proxy
issuer : /0=Grid/ O=Globus/OU= aei.mpg.de/C N=Gerd Lanfermann

type o full

strengt h : 512 bits
timelef t : 11:56:59

http://www-fp.glolus.og/gram/rslspecl.html
2MDS wasrecentlyrenamedo “Monitoring andDiscovery Service”. Theliteratureusesboth terms.
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3.1.2 Condor Classied Advertisement

While we discussthefull Condorervironmert in Section3.3.1,wefocushereonacompmentof Con-
dor, calledthe Conda Classi ed AdvertisementyClassAds) [22]. Class-Adsusea semi-stuctured
datamodel,which folds the querylanguageinto the data model,allowing applicatiors and compu-
ersto publish queries asattributes ClassAds areexchangedby Condorprocessedo schedulejobs.
They include a matchmaking ability which is a valuable tool to compareresairce requrementsand
constrairts.

Below, we shav two ClassAd examples: theleft onedescibesthe chamacterigics of anobjed (an
apatment),theright onedescibestherequrementof arequestor(apatmentrente).

[ [

MyType = "Apart ment" MyType = "Apartme ntRenter"

SquareArea = 3500; Student = True;

RentOffer = 1000; Rank = 1/ (other.Ren tOffer)

OnBusLine = True; Constrai nt= other.Bu sLine && otherSqua reArea>2700

] ]

The arithmetc andrelaion operabr canbe part of a Class-Ad. They let the potential rente specfy
corstrairts for all objects(they mustbe nea a bus line and have be larger than2700 sft.) andrank
them(chegestoffer rst). It is obvioushow this mechatism canbeperfedly appliedto theevaluation
of resouce andnetwork constrairts. We will utili ze this packaye to matchappication requrements
with resouceinformationthatwe have gatheed from variousinformationsenices.

3.1.3 Batch SubmissionSystems

Batchsubmision systemsrovide a mechatsm for submiting, launching andtracking jobs on ma-
chines. Thesesystans greaty simplify the use of cluseredresairces They acheve an optimal
utilization of the system andprovide a quick turn around for the user Thecommonlyknown sysems
arethe Portable Batch SubmissionSysten (PBS)[54], Load Leveler (LL) [58]. The Load Shaing
Facility (LSF)[92] andSunGrid Engine(SGE)[83] alsoprovide batd submision functiondity, but
their capalilities reachfurther andarediscussedn Section3.3.

Traditionally jobsaresubmitedthrough userwritten scripts. A sampleL SF script is given below.
A scriptspec es theresaircerequrementsof the applicationthroughdirectves(#BSUB. Thecom-
mandsto be executedtrail the list of directives. In the example,a job requess 84 processorsand10
GByteof memory The executbleis launchedthrough mpirun .

#!/bin/sh

#BSUB -M 10G

#BSUB -n 84

cd /utmp/ger dlan/AHF

mpirun  -np 84 ./cactus_ ahf GravWave2.par

The Maui Scheduler: Mauiis anapplicationschedileranddesighedasapolicy enghneto organize
when,whereandhow computeresoucesareallocaedto jobs. The Maui schediler recavesinforma-
tion ontheresairceandthe schaluledappication from aresouce managr like LoadLeveler, PBSor
LSF If anew paralel job is to be schediled, Maui calcuatesthe optimal location of the job in terms
of nodelocation and executian orde. Maui suportsadvancedresenation, which resenesa block
of compue time for a user The schedller arrangescompding jobs in a manne that the resened
resaircesareavailableby thetime thereservatiorstarts
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3.2 Application Monitoring

In this secticn we review a numberof monitoring sygemsfor apgdications, which allow a program
to extract information at runtimeon its own performanceor its ervironment, e.g. network situaton.
Suchmonitaring tools areprerequiste for autcmomicoperdion.

3.2.1 PAPI, SvPablo and PACE

ThePerformanceAPI (PAPI) [65] providesa uniform API for accesig hardvarecourterson micro-
processors. SvRablo [78] is a languageindependat perfomanceandysis and visualizaion sysem
thatsuportsanalysisof applcationsexecutng on bothsequentialandparalkl systemslin additionto
captuing applicationdatavia software instrumentaton, SvRablo alsoexploits hardvareperformance
counersto captue the interaction of software and hardware. Both hardvare and software perfar-
mancedataaresummarkedduring programexecufon. Performane predctionsis animportant eld
of resarchthat attemps to qualify and extrapolate performancedatainto the future. PACE [71] is
suchan attemptfor paralkl applicatiors. Ripanai [77] tamgets in his work the predctahility of algo-
rithms.

3.2.2 Network Weather Sewice

TheNetwork Weathe Servie (NWS)[91] monitorsthe network qualty betwee sitesandmakesthis
informaton available to apdications. It alsoattemgs to predict the TCP/IP end-b-endthroughput
andlatercy thatis attaimbleby anapplication Pchar[67] is andhertool to measurehe bandvidth
andlatercy. We will useNWS andrelated techrology in a future project (seeSection 5.8.3)to rank
hostsbasel on their accesibility for large le transers.

3.3 High-Level Grid Environments

In thissectonwelist relatedhigh-level ernvironmens, which integrateseveral capalilitie sinto asingle
system(lik e resaircemonitaring, application sutmissionandmigration capabilities).

3.3.1 Condor

Condor[17] is a high-throughpu schedlling mechansm, which is developed at the University of

Wiscorsin, Madison. Condorhasasucaessfiitenyearhistory in high-throughputcomputng. Condor
allows uses to submitjobsto machiresof anadminigrative domaincalled “ ock” andharnessthem
in a“cycle-stealng” mode. Besidesschealuling jobs, Conda susp@&dsor relocdesan application if

the compugr is usedinterectively, or if the machire load increasesbore a certdn threstold. Within

ahomaeneals ervironmert singe-processo jobs canbe checkpointed andrestared by the trander
of the apgdication's memoryimage. The comectian of multiple adminigrative domansis the focus
of Conda-G [40], whichis a project to join multiple condor“ ocks” from independei orgarizations
through Globus. Our migration ervironmentcanfor examplk interfacewith Condorto fanout single
processorspavn jobs.

3.3.2 SunGrid Engine

SunGrid Engine(SGE)[83] andthe enteprise edition (SGE-EE)offer a distributedcomputing en-
vironmentfor Gridswithin a single orgarization. SGEde ne comple rules for resouce sharirg: It
featuresguaranteedcompue capadties andhasa“deadline’policy to dediatecompue capadties for
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the duraion of a project. SGEdistinguishesthreetypesof resouces(CPU cycles Memory, andl/O
activity) to calcdate the use’'s shae of the available resairces Sunhasintegratedits solution into a
singe product.

3.3.3 Load Sharing Facility

Load Sharirg Facility (LSF) [92] by Platform Computingis a distributed computing ernvironment
similar to the Sun Grid Engine In its basecon guration, LSF offers a batch submis#on systen
similar to PBS.The LSF baseproduct can(or must) be complkementedwith addtional packagesto
gainadwancedresouce managemeinrcapaliitie s.

3.3.4 TENT and Symphony

TENT [35] is a distributedwork o w managmentsystemfor engireeringapgdications. It originated
in the eld of aircrat andturbine desgn, wheredifferentcommercal andnon-commerci& software
padkagesare usedsequentidly in the process of dataprepaation, simulaion and analsis. TENT
uses CORBA [24] in its communcation middlevare and Java for the key compaents. The TENT
framework itself is amonolithic solution, desgnedfor local Grids. A Globusbasdsolution for wide
areanetworksis currently reseached.

Symphayy is a comporentbasedramenork for compasing, saving, shaing andexecuing meta-
programs[80, 66]. The Sympholy framevork abstrats Grid archtectuesandtheir middlevare Re-
moteprogamsand les canbeaccesedusinganumbe of differentprotocolsandservices:job sub-
missia is achievedthrough GRAM andthrough a proprietary protocol, le accesis offeredthrouch
HTTPR, FTR, GSI-ftp.

3.3.5 HarnessJavelin and Charlotte

Harnes [69] (Heteiogen®us Adaptable Recongurable Network System)is an experimental meta-
compuing sygemthatis basdon the concet of a distributed, virtual machineg(DVM). Harnessims
to overcomePVM limitations,e.g.restrided communcationscope betweernPVM virtual machire. It
allowsmultiple PVMsto operae together.

Javelin [70] comectsmultiple, anorymousmachiresthroughWebjava-goplications. Usersdown-
load a client asa java appld andparticipateinstantaneusly in ongang compuations. The system is
aimedattrivially paralel apgdications. A broker processmanagsclients anddistributesthe work.

Charlate [16] is avirtual machinethat executeslava applicatiors through Web browsers Char
lotte providesload balarcing by re-asggning tasks to faser machine. Like Javelin, it targetstrivially
pardlel computdions.

3.4 The CactusCodeFramework

The CactusCode framework [47] addressesa numbe of chaactersticsin a Grid ervironmenton
the client side ratherthan in a Grid framewnork. We give a brief overview on this project andits
philosophy. We useCactusCodebasa simuldions as clients for our migration experimentsand it
senesasatheframevork for our senice apgdications.

TheCactusCodeis developedatthe Max Planckinstitute for Gravitational Physicsby both physi-
cists and compuer sciertists. The CactusCodeembodesa new paraligm for the developmentof
numercal softwarein a collabordive and portalle ervironmen. As a freely available opensource

3The authoris afoundingmemberof the Cactusteam.
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toolkit, Cactusextends the traditional, singe-processo code developmentinto pardlel apdications
that canbe run on a large variety of platforms, from laptops or clusters of workstations, up to su-
percanputers.Cactusprovidesacces to advanced compuational toadls, suchasparalel I/O, remote
visudization andsteeing, aswell asperformancemonitoring [6].

Thename‘Cactus”’comedrom thedesig principle of amoduleset,termed‘thorns” thatinterface
with the Cactws framework, called” esh”. In emeging resarchareas,it is not always clearwhat
techniquesare bestsuited to solve a scientic problem. Researh groups in large scalescienti c
challengesareusually distributedandrequre a collaboraive work style thatneedsto be mirrored in
their proggammingervironmentaswell. Furthe, the underlying computng platforms are evolving
andchanging rapidly over time. For thesethreekey problems,the CactusCodeframework offers a
solution for non-computng-expertslike numercal scientists: Themodula desgn allows scientiststo
asseml# anapplicationfrom a setof numeical thorns andtune it to solve a certan problem. Thorns
canbereplacedto try out differentalgorithmsor they canbe addel to perform additionalanalyss on
theevolveddata.

The Cactus esh controls how thoms work togetter by coordnating the dataand process o w.
“Driverthoms” abstactthepardlelization, which allows a Cactis apgdication to replacee.g.MPI with
othercommuni@tion librarieslike Globus-MPI or PVM. The CactusCodehasthorns thatinterface
with the PAPI and SvPablo applcation monitoring tools introducedabove. Cactusexecuablescan
be compiled for numeras architectures. All thes featues makes Cactusan ideal framework to
experiment with autanomicapplicatiors in a Grid computng ervironment[11, 7, 5].

Scientigs at the Max-Plan&-Institute usethe CactusCodefor developing numerial soluionsto
Einsteiris equaiton. Thesecomputdiondly intersive partial-differental equaions descibe cosmic
eventslike the collision of bladk holes andaresolvedon large-scalesuperomputes [12].

In this thesiswe usethe thorn coneept for our Grid PeerServiceimplemenation to attech an
arbitrary numbe of servicethomsto asenice reques hander, desribedin Chapter6. Thisappoach
allows usto gererateexecuableswhosesenice variety canbe ne-tunedto aspeci c task

3.5 Object Description

This section takesa brief look at datamodek thatareusedto charaterizecomplex objectson a Grid,
going beyondisolated aspectssuchasresouce descrptions. Thetaskof de ning objectsin asimple,
robust way is not new. In fact all of the high-level Grid ervironmerts musthave somedatamodel
which descibesobjects on a Grid moreor lesscoherently. However, mostof thesedatamodelsare
internal andcanrot be usedto communic#e informationexternally betweerservices.

3.5.1 Symphony

Symphory provides Java beansto descrbe le and program properties. A Java le bean cane.g.
repregntloca or remote les. The bears actas“data sinks’ or “data souces”[80], which reador
write les, respetively. File bears include le desription andtransprt. A Java programbeanis a
descrption of aloca or remoteproces. Beanscan be cougded togeher: for instancetwo Java le
beansmply soure andtarget le in acopy operaion. We take a similar appioachwith Grid Objecs,
which expresssourceandtarget objed in acopy service request.

3.5.2 GrADSoft

The GrADSoft (Grid Application DevelopmentSoftware)ervironmentseekgo provide a continuous
program preparation and execution sysem, utilizing MDS and NWS. GrADSoft uses thosenative
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datamodelsandaswell asits own Abstract Resouce Topolagy Model (AART). The AART bundles
resaurce, network and topologicd informaton into a virtual madine which is interpretedby the
GrADSoftschediler.

3.5.3 CIM and CIM Application ManagementModel

TheCommoninformaton Model (CIM) [21] is developedby the Distributed ManagementTaskForce
(DMTF). CIM's datamodelis animplemenationneutrd schemefor descibing overall managenent
informationin a network/entepriseervironmert. CIM is comprised of a speci catio n anda scheme:
thespec cation de nesconstrucs of the ManagedObjectFormat(MOF) language while thescheme
providesthe actual modeldesciptions. The CIM Application ManagementModel is a CIM basd

modelto descibe the detals commory requred to manag software prodwts and apgdications. It

distinguishesanapplicationinto softwareproducts,featuesandelemerts. The CIM modelusesthree
corceptsto strudureanapplication Thesoftwalke elementife cycle descibesactivitieslik e deploying

software;the ervironmenal condtionslist dependertiesfor anapplications (e.g. existenceof certan

directories); softwae elementctionsdescibe the seqenceof actionsthatleadto the gereratian of a
new softwareelemern.

CIM hassimilaritiesregardng our god to providea commondesciption system.CIM andCIM-
basd information modelsoffer a functionality which reacesfar beyond what we feel is necessary
to descibe entities on the Grid. We follow a more simplisic approachto deseibe Grid Objects
However, CIM developmenthighlights the needto have common abstact datamodek to manage
compkx interactions.

3.6 Grid Reseach Initiati ves

We list someof the major multi-organizatioral resarchinitiatives, that contribute relevant Grid in-
fragructure.

GrADS: The GrADS [48] projed is developing strateies for launching progamsin Grids
and developng GrADSoft (seeSection3.5.2). GrADS maintans a tesbed and studies Grid
computing scerarios

GridLab: The GridLab[&, 51] projed focuseson developing capalilities to usedynamicre-
sour@s. It develops service toolsto make applications aware of their computng ernvironment
Themigraton ervironmen developedin this thesis senesGridLabasa prototypeto studythe
behaior andrequirrmentsof migration applicatiors in a Grid.

Global Grid Forum: the Global Grid Forum (GGF)[43] is a forum of researches and prac-
titionersworking on techrologies. GGF focuseson the promaion and developmentof Grid
techrologies and apgications. The GGF hasinauguraed a PeefTo-Peerworking group in
SeptembeR002*, which invesigateshow to useOGSA (seesec.4.5.2)with P2Penvironments.

EGrid: The EuropeanGrid Forumhasmeigedits orgarizational strudure with the GGF. The
EGrid still maintairs a testkedto testout Grid techrologies. We are using this testked for our
migration experiments.

“http://ba talion.ucsd  .edu/ggf
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3.7 Discussion

In this sectbn we evaluak the preentedGrid softwarewith regardto fault-toleranceandinteroper
ability aswell astheir appication restrictions andthe typeof Grids they arebestsuited for.

The abore framewnorks manageapdications on the Grid, in the sen® thatthey submitjobs and
copy les. But they do not sugport autoromic apgdications in the serse that a self-contaned ap-
plication requestsserviesor contibutesinformation to a shaed datdase. The situdion is slightly
ironic: Ononehand appicationsaremadeincreasindy intelligentby packayeslike by SvRablo[78]
or PAPI, onthe othe handtheapplicationsaredenied anervironmert which execuestheir decisbns,
for example the conclusionto migrateif an SvPabloprobeindicatesinadequateresouce utili zation

Many informationregistries aredesignedto storespeci ¢ data: e.g.network data(NWS) or ma-
chineinformaion (MDS). We will seelaterin Chapter5 thatthis is aninefcient abbeviation of a
comprelensve situation: e.g.thenetwork bandwidh to a siteandits disk capaitiesde ne constaints
for large le tranders and mustbe expressedtogeher Further autoromic, self-awvare apgdications
becomea souce of informationin its own, whenthey benchmarkther host's I/O systen or oating
pointoperdions. To tapinto thisinformationpool, registries mustpermitdataretrieval and depasit of

e xible contentby userapplications. This view is not found in the tradtional designof information
registries.

TENT and mary other not mentiored padkagesrely on their own sener comporentsin a dis-
tributed ervironmert. Thisis a strorg requrementfor a global Grid, in which eachsite hasadmiris-
tration autoromy. Harness,Charlote andJavelin needJava appicationsto opeiatein a hetergeneas
Grid, undelining thefactthatthe potenial of hetergenausGridsis still not fully exploredfor real-
world apdications: middleware designerscompromig with respectto the language(Jasa) or require
ahomogaeousmachnespool.

While mostsysemsdo pay attenton to theisswesof secuity in a Grid ervironment,mostsystens
do not sufcie ntly addres the problemswhich are caursedby hardvare unreiability. For exampk,
the Condorervironmert detects and restars a failed Conda client, but it is not obvious how the
masterprogram is monitored. Symphay provides a small foot print framewvork that can be used
on top of compuational Grids without major modi cations or requrementson the hog systen, but
doesnot addessfaut toleranceeithe. SGE restrids its scopeto “campus-Grids right awvay. In
geneal, the above solutionsconentrae on handing small andenteprise-sizedGrids. They rely on
centrdized senices, which is accepablefor small sizedmachinepods. Due to unreliability of the
Grid compmentsthe soluions do not scak up to global Grids. This is not a failure of the Grid
middlewarebut causedby the unrdiability of the Grid comporents.

It is alsonot clearwhy only sofew of the high-level sysemslink up with related Grid infrastruc-
ture. We beliewe thatinterfacing with existing technology is crudal to cover asign cant percentage
of machine in a global Grid andto avoid the re-invention of thewheel. A maindifferencebetween
existing environmentsandthe Grid PeerServicemodeldevelopedin thisthess, is thatcurrerily each
systemprovidesa soluton within an isolated universe. This criticism is not valid for the Globus
Toolkit anda few othe's, which not only supprt a variety of batchsystens but alsointerface with
related systenslike Condor

The Grid PeerServicemodel (GPS)shoud be seenas a prototype for providing a senice en-
vironment, which is not encapulaed. It interfaceswith existing middleware wherever possitke to
extendits servicesto asmary machiresaspossible. Grid PeerServiesdo not neal to run on every
host,insteadGPSinstancesnterfacethroudh API's or interactively with theinfrastructure on remote
machinas (MDS, PBS,etc.). In this spirit, Grid PeerServices do not intend to compee with ary of
the Grid middleware soluiions mentiored above. Insteadit shoul be seenasanappoachto enharme
theusability andinterconrectvity of Grid middlevarefor autcmomicapplicatiors.



Chapter 4

Grid Peer Sewices

The Peer Servce Modelandthe Web Senice Modelemepgedandevolved separéely from eachother
andaretwo new trends in the eld of distibuted computng. Both enabé usersto paricipate in a
deepervision of the Internet. In this chager we introducethe two modelsandexplain how they can
support afaulttolerant service strudure on Grids. Thetwo modek aredisaussedn Sectiors 4.2 and
4.3,theirfusionis analzedin Sectiond.4. Currentwebsenice technology is reviewedin Sectior4.5,
thecommonencaling andtrangort protacolsareoutlinedin Section4.6. Thechager concludes with
adiscussio of our senice apprachin Section4.7.

4.1 A History of Serwices

Until recerily developersandusersdid not have to be overly conernedabaut the hardvareindepen-
derce andcommuni@tion skills of their software. In a “server-centric” ervironmern the apgication

clients hadto know abou the propeties of the local hardware and software, since all functionality

andresouce congderaions were maderelative to a central sener ervironment. Therewasno need
to accanmodatethird party hardware or software outdde the scoge of the locd sener theagr, sim-
ply becasethere wasno information o w of signi cant size,e.g.betwea two coopeating compa-
nies As thened for information interaction increasedvith the appeararce of “businessto business”
(B2B) models web senicesemepged asa concept which allowedtwo applicatiors written in differ-

entlanguages employing independent intemal datastructures and hoged on arbitrary hardware to
commuricate.

Otherthanthe commony known webinterfaceswhich areaccesedthrough webbrowvsers web
senicesaredesighedfor theautomatec communi@tion betwe® applications Technobgieslike “Ex-
tendedMarkup Langua@” (XML)[18], “Simple ObjectAcces Protocd” (SQAP)[28], “WebService
Discovery Langua@” (WSDL)[20], “Universal Descrigion Discovery and Integratiori’ (UDDI)[88]
and most recerily the “Open Grid Services Architecture” (OGSA)[37] enableapplicatiors to au-
tonomouslycomectto other programsto exchangeinformationandsenices.

PeerTo-Pee (P2P)computing hasbeenmadepopuar by appications like seti@home,Napster
or Gnutellaand openel a new view on how to antidpatethe Internet. Returring to the roots of the
Internet, apdicationsandusersinterect directy with eachother without involving aWeb sener or a
certralized admiristration unit. This chaper discusseavhy the fusion of web servicesandthe pee-
to-peermodelis anideal matchfor the anatomyof a computng Grid, asoutlined in Section2.3. We
illu stratehow anervironmen of webservicescanbe creaded andhow the P2Psenice modelendows
seniceswith aredundarcy thatis ableto hande the unrelable propertiesof computng Grids.

This service topology senesuslaterin theimplemenationof the Grid PeerServicesin Chapter7
and8. The GPSimplemenation allows us to realize the different Grid scerariosthat were outlined
in Section2.2. The expeliences and experimentswith the Grid PeerServicemodelaredisaussedn
Chaper9.

25
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4.2 Web Serwice Model

Thecoreideaof awebservieis simple webservie techrology decowlesaservicefrom theunder-

lying hardware andsoftware andmalesit available to the outsde communiy throughawell de ned
interface. A web senice consumer does not have to be concened aboutthe implemenation of the
servie. This abstration of the servie from the actualimplemeration hasa variety of advantagesto
both senice providersanduses: web service providerscanupgrale their hardware without impact
on their clients. Clientson the otherhandare not forced to adap the samelT growth rate astheir
servie providers. Clientsmay choosefrom several senice offers aslong asthe functional capdility

is identcal. An applcation whichis webservie enabedandwhich hasoutsourced majorportions of
its functiondlity to external apgdicationsis moreportableandleanea in desgn.

[XML-RPC
XM L- R M‘ L)

LU

Resource A Resource B

OS: SGI [OH Linux
Architecture: Mips Architecture: |1A64

Language: C Language: Perl

Figure 4.1: Web serviceshide details as architectue, progamming languae or interral data structures.
Communicationis donethrouch pratocolslike XML-RPC or SQAP, which provide platform-neural encal-
ing through XML anduseHTTP asfor messagédranspot. Arbitrary applicatiors areableto communicateif
they confam to thesecomnunicationstandard.

A web senice canbe seenasan interfacepostioned betweentwo application codes. The web ser

vice actsasthe middle layer, which allows the communi@tion of the two codes asit hides program
speci ¢ charateridics suchas progranming language,apdication internal datalayou, architecture
of the hostng machine, etc. asshown in Figure4.1, wheretwo applicatiors on diverse hardvare
andsoftware platforms communi@tethrough a commonprotocol. Any apdication which speals this

protacol canacces the functiondity hiddenbehind the interface. Becaug web servieesarede ning

the languageandtransportof the commungation, conforming to thesestandardsis a strong requre-
mentto interactwith sud a senice. XML-RPC and SOQAP aresucha protocols andcanbe called a

lingua-franca of web services.Any numberof applicatiors canjoin this ensembleof communi@ting
tasks. The pod of partidpantsis distinguishedinto “service providers” and“setrvice requestos” in

analay to the client-sever model.

Theabstactioncanbe extendendto thepoint thatit is notonly irrelevanthowasenice is realized
but alsowhere it is opemting. This abstaction requres a third party, which traces the types and
location of services: It is termedService Directoty or Sewice Ragistry. We dedue thatawebsenice
ervironment(Figure 4.2) corsistsof three elemens:

The Sewice Provider is anapplcation which hasthe ability to perform a certan task It makes
thetaskavailableto externd programs.The senice provideris contactedby a service request.
It execukestherequestin accodancewith policieslik e secuity, authaization or priority.

The Servie Requstor is an applcation which wantsto usethe functiondity providedby a
servce. Thereguestorserdsamessag to the providerandrequess a certain senice.
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o~ Service
Registry

Service Service
Requestor Provider

Figure4.2: Webservicecompaentscanbecateyorizedinto ServiceProviders, ServiceReqestos andService
Directories Sincethelocationof a servicepravider is notnecessarilknown to aservicerequestor adirectay
serviceis neededo relayservicelocationandcontactinformation.

The Servie Raistry storesinformationon the available senicesandtheir locations. The reg-
istry is contactedby the provider, who annouwncesits senice and contact information. The
registry is quelied by the servicerequestorto obtainthelocationof aservices.

Web Sewicesvs. Client-Server Operation: The term “web senice” and “client-sewver” are of-
tenusedsynonymoudy. The understamling of web senicesis morerestictive thanwhatis usualy
degribed by “client-sewver” computng. While every web service can be regardal asa temporay
client-sewer relaionship, not every client-sener pair is a web senice. Web senicesrequire the ab-
strection of functionality, implemenationandarchtecture.

4.3 Peer-To-PeerSewice Model

Peerto-Peer(P2P)compuing hasbee theresut of atrendtowardsdecentralizing softwareservies
and hardwvare, away from monoithic client-sener systemsto distributed ervironmens. The peer
senice modelhasmary featweswhich are alsofound in the web serviee model. P2Pservieesdo
not needto conform to the web servie de nition. A typical featue of a P2Pernvironment is the
vastquartity of partidpantscompaed to the numberof senices. This straegy is not captued by
the web senice model. It endows a P2Pervironmen with a probabilistic immunizaton agains the
unreliability of asinge peer:For alarge enaughnumter of service providersin aP2Ppod, aservice
hasa goad chane of being available “somewnhere”. P2Pnetworks can “survive” in ervironmerts
which aretoo unstdle for a single conrsumerrequesor senice relationship.

Peerto-Peerstyle compuing yields a probabilistic (rathe thandeteministic) straegy for service
reliably. P2Pshifts the focustoward collaboraion and communic&ion oriented apdications, while
the web service modelis moreaimedat deseibing the communi@tion in a tempoary client-sever
relationshp.

4.3.1 A P2PExample: Gnutella

Oneof the widely-known P2Pnetworks is built by Gnutdla [44]. Gnutellapees usepoint-to-point
commurication to conrectwith neighboring peers Gnutellis usedasa le shaing utility thatenabks
hundredsof thousand of usersto offer, seart anddownload les over theinterret, including mp3-
enmdedmusic les. In orde to locate a le, apeea send arequestto its neighbors which propagate
this messge on through the Gnutella network. If a peerhasthe requested le available, it retums
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a respnse. Eachrequest hasa time-to-live which is decementedat eachpeerhop to avoid the
problemof network ooding. Gnutela's communi@tion beravior hasbeen the focusof reseach by
Ripeanu[77]. File sharhgrelieson theredurdancg of serviee anddata:afailing pee doesnot effect
thefunctiondity of thepeernetwork northeavailability of acertain le, providedthenetwork is large
andinformaiton ( les) areredundant

4.3.2 A P2PCharacterization

Basedon the exampleabove, we canderive a classication of a Peefto-Peersystem sincenot every
distributedapgdicationis P2P:

P2Pconssts of anumbe of pees, eachperfarming a speci c role in the P2Ptheate.

Thetotal numbe of peesis large compaedto the numbkersof rolesthey play.

No constantconnestion betweertwo individual peerapgicationis requredto provideasenice.
Theclient-sener classication is dissoved,pees inter-operde on equalterms.

Peersagreeon acommontransport protacol.

The threefundamentalcompamentsof the web servicesare also preentin the PeerServiceModel.

A key prodemimposedby a P2Pervironmentis the coordination andmonitoring of theindependent

partidpants The numbe of pees thata servie registry hasto dealwith is sign cantly larger. The

web senice modelemphagesthe client-serer classication, while the pee service modelstreses
thefactthata senice requestorandaservie provider opeiate“at equalterms™ apee canbothactas
senerandasaclient. Furthermoe, P2Pestabishesa dataandoperdion redundarcy andouthumbers
possble failure pointswith purequartity.

4.3.3 Why P2P?

We saw thatthe PeerTo-Peersenice modelhasa numbe of advantagewhich arenot found in the
webservicesmodel

P2Pservicesareusually small,simpleand e xible. Idealy, they scaleacros a vastnumberof
hosts whichyieldsa probabilistic redundarcy for a service type.

P2Peliminatesthe single applcation bottlenecksinceservicesanddataare provided by more
thanoneappication.

P2Pprovideseasyloadbalarcing. P2Pservie apgication canbe shudown or recreatedin the
caseof high servicedemand

Marny of thesecharateridics arealsopossble in non-P2Pervironmerts. For example,thethreading
of tasksis a stardardprocedirein sener computng. Theweb senice ideagoes further andaddsthe
notion of applicationindependerte: the senice interfacebecanesthe essatial comporent, not the
applicationitself.
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Figure4.3: Commuicationpattersdevelopedover theyearsfrom theisolatedclient-serer mockl (a) to aweb
servicemocel (b), which allows various clientsto comnunicatecontert with senersof different domairs and
architectues. In the mostrecen — andstill evolving — step(c), the distinctionof clientandseneris dissohed
asparticipans in peermetwork communicateon equalterms.

Extending the P2Pidea: Theprinciple of P2Pabstr&tion canbeapdied to othe situationsaswell,
for instance:

1. A compue resouce confarmsto theideaof a P2Pnetwork, whencompue capaity of acom-
puteris decaipledfrom its speci ¢ plattform andlocaton. In an (admitedly) idealworld, an
applicationis requring a certan computepower andis notberestridedby the hardvare,which
deliversthis capadty. Theanal@y to webservicesis eviden.

2. A numberof different servicesare combnedto provide a complex “compound senice”. The
compound senice takes advantage of the redurdang of the lowerlevel senicesand canbe
deployed redurdantly aswell. This construcion is e.g.usedfor the Grid Migration Sener in
Chapter8.

4.4 The Conceptof Grid Peer Sewvices

It is obvious, how web servicesanda P2Pstraegy compkementeachother Web serviesbring the
abdraction of senicesfrom the underlying hardvareandimplemenation P2Penhancesthis model
with a reliahility dueto its servie and dataredundang. Figure 4.3 sketchesthe evolution of the
commurication pattens amongappications: to the left a tradtional client-sener modelis shown,
which opeatesin an encapulatal ervironmert. Web servies(shownin the cener broke) this crust
andallowedmultiple clients to accessservigson various hods of differentadmiristrative domains
To theright, thenext —andstill emeging — stepis shavn, which opers up theclient-sener distinction
andallowsparticiparnts to communic#e on equalterms.

The Grid PeerServicemodelscombiresboth modelsascomplemets the singe edgedweb service
modelwith a peerto pea topology. We de ne Grid PeerServices asfoll ows:

Grid PeerSenicesare a servie ervironmentjn which ead particular servieis realized throughmul-
tiple seniceinstanceswhich operateindepenentlyof a hardware or software in multi-organizational
Grids andcommungatethrough websewiceinterfaces.

The P2Pmodelsupplies a robustnes againsthardvarefailuresto the web servie modelby giving a
partcular senice a high redundarcy: the seniceis likely to be available “somenhere” evenif some
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machine or networks fail. We areinterestedin providing exadly this fault-tolerant propeaty to our
migration services.

4.5 Web Service Technology

In this secton we give anoverviewover existing websenice technology. We introducethe stardards
of WSDL, UDDI and WSFL in Section4.5.1 and review OGSA as an archtectue aimedat Grid
ervironmensin Section4.5.2.

4.5.1 WSDL, UDDI and WSFL

Thesectio reviews theweb servicetechmology to descibe, identify andconatende websenices.

Web Service Discovery Language (WSDL): WSDL [20] is an XML basel language,which de-
nes theinterface of a senice. WSDL informs an application whatkind of interface spec cation a
service provider is using WSDL is similar to “Interactive DataLanguage” (IDL), which is usedto
charaterize CORBA interfaces.Serviceinterfacesarede ned abstratly in termsof messag struc-
turesand seqencesof simple messge exchanges,called“operatians” in WSDL terminology. The
interface degription is tied to a concrete transport protocol and dataencodng scheme. WSDL is
extengble andallows the complex interfacede nitions for various network interfacesandtransport
procedures. Several standadized binding corventiors are de ned, descibing how to useWSDL in

conjunctionwith SQAP, HTTP andMIME.

Universal Detection and Discovery Interface (UDDI): UDDI [88] operdesonthelevel of senice
registrationandservie discovery. UDDI storeshedesciption of servieswhile WSDL descibesthe
servieitself. UDDI allowsabusinesso registerinformaton abou thewebserviesthey offer sothat
otherbusinessegan nd them.Thecorecompaentof UDDI isaXML basedbusnessregistratior’,

which congsts of “white page$ including addessandcontactidenti ers, “yellow pages”, including
categyorizationsbasedon stardardsand“green pages” containing techncal informationabaut the ser
vice thatareprovidedby a business.

Web Sewice Flow Language (WSFL): WSFL [64] by IBM is an XML languagethatmodelsthe
composiion of web senices. It specicies the execution sequenceof the functionality provided by
the compasedweb senices. Complex servicesarespecied by de ning the o w of control anddata
betweenweb senices. In Augud 2002, the ideasof IBM's WSFL and Microsoft's XLANG were
corvergedinto the Business Model Executio Languaye for Web Servies(BPEL4AWS) BPEL4WS
de nesaninteroperdle integration modelthat aimsatfacilitating the expansionof autamatedprocess
integration in intra-corprateandbusinessto-busines ervironmerts. We donotuseWSFLnor BPH.,
but suggestin Section8.4.5thedynamicde niti onof high-level servigeslik e theintroduced migration
servie through asenice o w de nition.

4.5.2 OpenGrid SewicesArchitecture

TheOpenGrid ServiesArchiteadure(OGSA)[37, 86] is anevolution of thecurrentGlobus Toolkit [36]
toward a Grid system archtecture. It is based on the integration of the Grid properties andthe Web
servie straegiesandtechrologies. An initial setof tecmical speci cations compo£dby the Globus

thttp:/Amww-106.ibm.com/deslopervorks/websevices/library/ws-bpel/
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Projed¢ andIBM hasbeen proposedat the Globd Grid Forumin February2002 This speci cation is
currently open to input from the communty, andis disaussedwithin the Global Grid Forum.

The OpenGrid Services Architedure is the mostrecent appioachto combinethe Web service
properties suchasservicedegriptionswith featureslik e dynamicservice creaion. OGSAis likely to
have asigni cantimpactonthewebservieidea TheGrid ServiceSpeci catiorf statesthat OGSAis
intendedto combire key Grid technologiesandwebsenicesinto systemframewnork basedaroundthe
Grid senice. The OGSAspecication de neswith WSDL extensbnsthe interfacesandmechanism
thatarerequredfor creatirg distributed sygems.It includesfeatueslik e “life time managenent” for
senicesandsenice “noti cation”. The OGSAspecication addressesauttentication, authaization
andreliabe startup of serviees. Similar to the Grid PeerServices (GPS)sysemin Chapter7, OGSA
alsoallows the condruction of servicesthroughthe compodion of multiple lower-level senices.

A rst analysis of the OGSA specication hasbeengiven by Gannm et.al. [42]. We canrot
provide anindepth description of OGSAIn this thesis but put the objectivesof OGSA in relation to
ourwork in Section 5.11,after we have introducedthe Grid ObjectDescrption Language(GODsL).

Web Sewice Security: Traditionally, web servicesare sened from a web sener. Becaiwse web
senice requestsmasqeradethemselesasweb trafc, they usually pass right through re walls via
webport . This doesposea secuity risk, sinceit allows acces to functionality inside a machine
In asewreernvironmert it mandate thatthe web service suppies a secuity system of equa strength
asthe re wall coneept.

Webservieswhich aregereratedby userslik e the GPSapplications, execut with usemodeper
missians. We useportsotherthan andabovetherestrided portrange of . Numerous solutions
exist thataddessthe issuesof searity andauthentiation during andafterreques transprt, like the
reliableHTTP (HTTP-R) by IBM. Becauseve wantedto develop aninnovative senice ervironment
for autanomicapplications, we have not madethe secuity aspet a majorthemein this work.

4.6 Web Service Encoding and Transport

Information which is exchangedbetweenprogamsneed to be packayedinto a format that is un-
dergood on both sides. Commonpackaging formatsfor web servicesinclude SQAP (Sectian 4.6.2)
andXML-RPC (discussedin Sectiond.6.1),whichis anearlyimplemenation of the SOAP standard.
Both SQAP andXML-RPC areXML basel enaodingmethod. The processof corverting apgdication
internal datainto a commonXML formatis called seridization. The inverse processof extracting
dataandfeedng it backinto appication internal struduresis called deserialization XML is ameta-
languagewhich allowsthe expressionof complex datatypes andstrucures,while keepng themeasly
traversabé. XML is venda andplatform independat, aswell aslanguageandtrangortaion neutal.

Moving serialzed dataover the wire is descibed by transer protocols. It is importantto note
that datatransportis independat of the enading. Web servicesmay be built on top of neaty ary
transportprotocol. In aweb servie mode| paticipating appications have to agreeon the encaling
andthetrarsport.

The mostcommontrangort protocols of web senicesarenetwork protocolssud as“Hypertext
Transfe Protocol (HTTP) [34], “Simple Mail Transfe Protocol(SMTP) [76] or “File Transfer
Protool” (FTP)[75]. Thetransnitted content in awebsenice is independentof thechosntransport
layer. This “transportneutal” property allowsoneto change the underlying transportprotocol with-
out modi cationsto the senice implemernation. In this thess, we usethe mostcommonlyemployed
transportprotocol: HTTP.

2http://www.globus.og/ogsa
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4.6.1 XML-RPC

XML-RPC (“Extended Markup Languayes- RemoteProcedue Call”) [90] providesa XML-based
mechansm for makingfunction callsacrassa network. It emepedin early 1998 asa spin-off of the
SQAP protoml developmentandwaspublishedby Userlard Softwaré.

XML-RPC allows an apgdication to specfy a methodnameanda numbe of argumentsas part
of arequest. Therequesis sentto a sener, which deseializes the messag, makesthe appr@riate
local function call andpasss on the transmittedarguments.Theresporseof the function call, which
canbe anything from an error codeto a databaeentry is seridized to an XML-RPC doaumentand
returredto therequestor(Figure4.1 on page26). The XML-RPC vocahulary corsistsof simpledata
typesandstructures XML-RPC hasno notion of object nor mechansmsfor providing translations
to other XML vocabulares. Despitetheselimitation, XML-RPC hasprovento be a robust protocol
andit succesfuly usedfor numeraisprojects.

Data Types: XML-RPC providesthefollowing datatypes, listed herewith a brief example:

‘ Data Type ‘ Example ‘

integer <i4>42<[i4>

Double <double> 3.1415 </double >

Boolean <boolean>0</ boolean>

String <name> North Dakota </name>
<dateTime.is 08601>

dataTime.iso8601 19040101T05: 24:54
</dateTime.i  s08601>

base64 <base64>R0IG ODlhFg</base 64>

Data Structures: XML-RPC suppats the two kinds of datastructures which canbe mixed and
nested

Structur esidentify avalue with astring-typedkey. Structuescanbenesta: thevaluetagscan
enclesesubsubstucturesor arrays

<struct>
<member>
<name>Key</ hame>
<value>Valu e</value>
</member>
<member>
<name>Key</ name>
<value>Valu e</value>
</member>
</struct>

Arrays arealist of values. Thevaluesdo not needto be of homog@eougype. Within thevalue
tags,ary of the above descibed datatypesareallowed. Arrays canalsocontan sub-araysand
strudures.

<array>
<data>
<value>... </value>
<value>... </value>
</data>
</array>

%The XML-RPC speci cationcanbefoundathttp://www.x ~ mlrpc.com/sp ecs
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RequestStructure: Eachrequestin an XML-RPC consstsof asingleXML document,whoseroot
elemenis markedby <methodCall> andclosedwith </method Call >. Thebody of themethod
call is taggal with <methodName> (</method Name>), and namesthe function which is to be
execued. Thetag <params> (</par ams>) endosesthe list of parametes andvalues which is
supplied asanamgumentto the requestedmethod

Below is a sampe XML-RPC messag which is inderted for readability. At transporttime the
messge hasall white spacechamactersremoved betweentags. This particular messagés sentto a
sener to retrieve the temperaure for aregion, which is specied by the US posta ZIP code[19]. In
this examplethe ZIP stringvalue is suppled astheamgumentfor theweather .getW eath er
methal, whichis invoked onthe sener side.

<?xml version="1. 0" encoding= "ISO-8859-1" ?>
<methodCall>
<methodN ame>weather .getWeather< /methodName>
<params>
<param>
<value>10 016</value>
</param>
</params>
</methodCa II>

The XML-RPCresporsereturnedby the sener contansthe methal meth odRespon se andatem-
peraurerepy of typeinteger, e.g.<i4 >95</i4> . Thevarious XML-RPC implemenationsprovide
toals to geneatesuchstructuresaswell asto extract paraneterinformationandmalke the appropriate
function calls.

4.6.2 SOAP

The SimpleObjectAccessProtocd (SQAP) [28] is alsoan XML-based,platform indepenent proto-
col to exchangeinformationandrequest servicesover the network. Contray to popular belief SQAP
is not of ciall y standardized by the W3C at the time of this writing (Augug 2002). The rst versin
of SQAP wasannaincedin 199 andsince thenfour versons have been released.The fth versin
(SQAP 1.2)will verylikely beincludedin the W3C XML Protool Versionl1.0in the nearfuture.

SQAP is an XML based protocol that conssts of threeparts: an ervelopethat de nes a frame-
work for descrbing the conten of a messag and details how to processit, a setof encodng rules
for expressinginstancesof data types which arede ned by anappication, anda corventionfor rep-
resanting remote procedure calls andrespnses Below we shawv the previous exampleof a weather
senice asa SOAP request:

<?xml version="1. 0" encoding= 'UTF-8'?>
<SOAP-ENV:Envelope
xmins:SOAP -ENV="http:  //www.w3.0org /2001/09/soa  p-envelope/"
xmins:xsi=  "http://www  .w3.0rg/2001 /XMLSchema-i nstance"
xmins:xsd="http://mwww  .w3.0rg/2001  /XMLSchema">
<SOAP-ENV:Body>
<nsl:get Weather
xmins:nsl= ‘"urn:example s:weatherser vice"
SOAP-ENV:encodingStyle =
"http:/  /www.w3.org/ 2001/09/scap -encoding/">
<zipcode xsityp e="xsd:strin g">10016</zi pcode>
</nsl:.ge tWeather>
</SOAP-ENV:Body>
</SOAP-ENV:E nvelope>

It is obviousthat SOAP is slightly more complicatedthanits XML-RPC courterpats. SCAP uses
namespacede niti ons and XML schenes; headr elemens may be optional or manddory. The



34 CHAPTER4. GRID PEER SERVICES

numberof SQAP build-in simpletypesis larger than in XML-RPC andincludestypessuchasbi-
nary, byte , negative Inte ger, nonPositi veln teger , to nameafew. In their essace,
both SOAP andXML-RPC provide amethodnameanda list of aguments.For a critical compaison
of SOAP andXML-RPC, seeSectin 4.6.4.

4.6.3 HTTP

Becauseof its pervasieness on the Internet, HTTP is by far the most commontransmrt usedto
excharge web service requestsand data Below we give an examplke of an HTML messagevhich
contans an XML-RPC encaleddocumentin its body The messge wasgenentedby the Grid Mi-
gration Serviae (see8.1)andintendedfor asenerwhichislisteningonhostvid ar2. aei.m pg.d e,
port 7010atthebinding /GPS:

POST /GPS HTTP/1.0

Content -Length: 1745

Content -Type: text/html

User-Ag ent:  GridMig rationServer /0.8
Host: vidar2. aei.mpg.de:7 010
Accept:  text/html

Connect ion:  Keep-Al ive

<?xml version ='1.0' ?>

<method Call>

;)metho dCall>

The service hande which is available on vida r2.ae i.mp g.de :7010 /GPS is a centrd com-
ponern of the Grid PeerServiceimplemenation, explainedin chager 7. It deseializes XML-RPC
messagg, tradks requests, passe themon to routineswhich executethemandensuesthat requests
arecommuricatedproperly.

While HTTP is the mostpopuar trangort for SCAP and XML-RPC messags, there are cases
when HTTP does not work well with thes two encalings Large size binary datacan be bas&4
encoced andsentby either SQAP or XML-RPC via the HTTP trangort protocol. Doing sois time-
consuming and hene probematic. The “Blocks Extersible Exchange Protocd” (BEEP)[79]is a
recentprotocol, which permitssimultaneows andindependen exchangesof textual andbinary data

4.6.4 XML-RPC vs. SOAP and CORBA

This secton brie y justi es our decison for XML-RPC over SOAP andcompare the two protocols
with CORBA, anaherwidely usedframework for distributed apgdications.

Choosirg betweenSQAP or XML-RPC is importart whenimplemerting a senice infrastrudure.
Theweathe servie exampk above illustratesthatthe simplicity of XML-RPCis its majorasset It is
straichtforward to understaml, easyto implementandfastto parse.Unlike SOAP its desigh pose no
requirementson the languagein which XML-RPC canbe implemented.At the time of this writing,
apprximately 65 different client-sener implemernations of the XML-RPC specication existedin
33 differentlanguage$, alsore ecting the popuarity in the commurity. SOAP implemeriatiors are
usualy learing towards object-oientedlanguagesas C++ or Java due to the messag complexity.
While this is not restricting in a Business-teBusiness ervironmert with mainsteamhardware, it is
a harderrequrementin scienti ¢ Grid ervironmerts with a larger numberof “not-so-mairstrean”
hardware species andsupecompuers.

“http:/mww .xmlirpc.com/  directory/15 68/implement ations
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If theideaof websenicesis to be movedinto a Grid ervironment, the softwarewhich provides
themessaing protocol needdo bedeployedacros awide rangeof platforms. It will needto bework-
ing on legagy mainframes,supe@compuersand proprietary vectorcompuersaswell ascommodty
platforms.

SQAP's greaestfeature is its ability to steppastXML-RPC's limitations andprovide cugomiza-
tion atevery level of the messag. It allows a proggammerto specify exactly how he wantsto seethe
messge processedandit permitsoneto de ne new datatypes. XML-RPC doesnotallow self-de ned
datastrucuresandit is notastyperich asSQAP. Thereis e.g.no native supgport to expressNaNand
INF valuesto communi@tescienti ¢ simulationcontent.

On the othe hand XML-RPC's robustnes and simplicity makesit the ideal chace of dataen-
codng to experimentwith webservicetopdogies on hetaogeroushardware. All of ourrequrements
werewell addressedoy XML-RPC, whereSQAP would have addedasigni cant overheal. For future
implementations of the Grid PeerService SQAP and potertial compeitors shoud be reevaluated
Sinceswitching betweenXML-RPC and SQAP is straght forward, giving XML-RPC the prefeence
over SQAP is only aminor obstriction for a future development.

CORBA: TheCommonObjectRequesBroker Architecture(CORBA)[24] is anopenstandard for
distributed object compuing de ned by the ObjectManagenentGroup(OMG) andhasacompaable
cambilitieslike web serviees. CORBA is an“objectbus’ andenaldesa client to invoke method on
remoteobjeds. Thisis doneindependently of thelanguagethe objeds have beenwrittenin, andtheir
location. Theinteractionbetweerclient andseneris medided by ObjectRequesBrokers (ORBs)on
both the client andsener sides,communicaing typically throughanIntemetinter-ORB Protoca (lI-
OP).The capalilities of CORBA objects arede ned usingthe InterfaceDe nition Language(IDL).
The communi@tion protocols usedby CORBA for ORB communicéion include TCP/IR IPX/SPX,
ATM, etc.

With CORBA technology deployed in mary industrid disdplines, the web services model is
often regardal asareinvention of thewheel. Gokhak et.al.[45] providea critical compaison of both
tecmologes. A key differencebetween CORBA andthe Web service techrologies(UDDI, WSDL,
SQAP) is that CORBA providesanobjed-orientedcomponat architectureunlike the messag-bagd
web senices (anddesypte of SOAP's name). CORBA hasa rathertight coupling betwea the client
andthe sener, whereboth mustshae the sameinterfaceand mustrun an ORB. In the web service
model everything is decaupled a client send a messge andrecavesa reply. Web servicesallow
for thin-clients, while CORBA requires a large footprint on all paricipating sites. While CORBA
implementsits own reliability andscdability policies(e.g.“Load-balarcing CORBA”), webservies
are not burdenedwith this respasibility. Instead, it is left to the applcation seners, which often
bring their own, natve fail-over straegies. On the sodal side,web service evolution is experiencing
tremerdouscommuniy contributions, while CORBA hasconslidated into a rathe inert, industrial
product.

An importart obsenation conerning CORBA andweb senicesis thatwhatever canbe accom-
plishedby CORBA canbeaccanplishedusing Websenice tecmologesandvice versa In particular,
onecanimplementCORBA ontop of SOQAP, or SQAP ontop of CORBA. SQAP andCORBA arenot
exclusive but rathershauld be seenascomplemetary techrologiesthatneed to coexist.

4.7 Discussion

We chose notto go with ary of the existing UDDI andWSDL modelssincethey areall focusingen-
tirely ontheservie aspet. We aredevelopping andexperimenting with acomprelensie information



36 CHAPTER4. GRID PEER SERVICES

modelthatdescrbesmorethananisolated compmentof a Grid entity. Insteadof regarding a senice
asself-cantaired information and storing it asa WSDL doaument,we take a differentappioachand
introduce Grid Object (Chapte 5) asa hardle to entities on a Grid. In this model a senice is only
a special aspet andis seenin conjunction with e.g. le propeties, resouce chaiacterigics on a ma-
chine We useGrid Objecs to communi@tecontentwith migration andotherservices. Sectian 5.11
provides a compaison of the Grid Objectapprachto the servie-centic straegieslike WSDL or
OGS3A. Insteal of usingthe service-foaussedJDDI, we extend theidea of a service registry towards
aninformationregistry andintroducethe Application Information Service (Sectian 7.1). This senice
actsasa “datawaretouse”andstoresGrid Objects which contdn arbitrary informationon senices,
les, resouces,etc. Informationcanberetrievedanddepaitedby applicatiors, serviesanduses.

While theideaof webserviceshasbeen around for awhile, it hasjustrecently been putby into the
context of Grid compuing — mostpromirently by OGSA In the*“old days customapplications and
protocols existed side-by-dde and Globus wasthe mostembrading soluion. The fusion of P2Pand
websenicescombhnesfault toleranceanddataredundarcy with senice abstaction We believe that
this combindion is a promigng way to interconrect Grid middlevare andto achie\e the necessary
failure toleranceto opematein multi-organizationd, globd Grids.



Chapter 5
Grid Object Description Language

This chaperde nesaninformationmodelfor spedfying ageneal hardleto entiieson a Grid. These
entities or object representthe componats of the Grid infrastrucure or apdications that make use
of it. This notion is called Grid ObjectDesciiption Languaye. The datamodelis motivatedby the
experiences andexperimentscondictedwith realapdicationsin hetengen®usGrid ervironmerts.

An “application-centric” network of senicesrequresa precise de nition of objects to be able
to communcatecontent. While sophisticated datamodek exist to descibe andcharacterize individ-
ual aspects(e.g. resouce or senices), we shov that a comprehensve deseiption, which combires
multiple aspets,is nealedto give anadeqiaterepresentdion of objectsona Grid.

We startthis chagerwith athoroughmotivation of the Grid ObjectDescription Language (GODsL)
asa hybrid informationmodelto objectson a Grid. We thenshov how the gereric and extersible
GODsLuni es thevarious aspetsof Grid entitiesinto asinge datastrucure. GODsLis aconceptual
modelandis not bourd to aspeci ¢ implementdéion. Appendx A introducesa C-implementéon of
aGODsLtoolkit whichis usel in theimplemertation of the migration andspavn ervironment

5.1 Motivation for Grid Objects

Weillustratewith severd examples whatwe meanby “object ona Grid” or “Grid entities”:

Grid Objects Motivation, Example 1. The information on the nameand direcory.
of adata le is only sufcie nt if we know on which physical machinethe le resices
However, we have no information on how we canacceessthat particular compuer, we
arenotableto look atthe le, copy it or treatit in ary other way.

To let servieeswork with objeds like les, comput capaities or migratale appications,acommon
datamodelis neecakd, which re ects the different aspets of theseobjects. Sucha modelneedsto
provide astrudurethatcombiresall of its propeties. Examplel demonstatesthatfor anappication-
certric grid environment informaiton of this kind needsto be available within a singe datastructure
andnot spread out over several differentandunrelteddatacongructs

Grid Objects Motivation, Example 2: A le locatel on a compute which is con-
neded to the interret can e.g. be accessedthrough copy opemtions The stardard
grammarof addresing sucha le, which is owned by a user monroe, is: mon-
roe@astro .umsl.edu :/ho me/monroe /MyArticl e.ps . Thesamele canbe
madeaccestle throughawebsener, in which casethegrammar(now tied to theHTTP
protocol) becomes:http ://w ww.umsl.e du/ nonro e/My Artic le.p s.

The above exampk illustratestwo usercentric expressions the rst expression doesnot make a
staementon how to accessthe le, but it confaomsto the syntax of rcp , scp or GSl-scp copy
opeations. A UNIX familiar userwill recagnizethis immediatdy andusethe appopriste method
Thesecad expressiongivesthe URL of the le andindicatesthatthetransferis madethroughHTTP.

37
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Both expressons hide detals like port informationandauthetication. An sshcomectia is usudly
madethrough port 22 while incoming HTTP communtationis chameledthrough port 80; copy pro-
ceduesbetweenmachine usualy require passvord or pass-iraseauthentication. Our information
modelmustbecapdle of asseiating the le MyArticl e.ps with oneor moreaccessmethodge.g.
ssh,http) andit mustaccommodte addtiona information suchasport ranges

Grid Objects Motivation, Example 3:

1. The le mentioredin Examplel mayhave beengereratedby anappication. Un-
surmrisingly, themachinewhich hoststheappication is idertical with themachirg
location of the le.

2. This apgdication hasa minimal resouce requirement e.g. numberof processirgy
elemens. Anothercompute may provide one or moreresouce capeities (e.g
the main capaciy paritioned by batd queles). The hog canexecutethe appli
cation if andonly if the hardware's resouce capacity is greaer or equalthan the
apdication's resouce requrement

3. If sucharesoucematchsuceedstheapplicatiors canbehosedonthatparticular
hardvareor migratedto it. Thede<ription of the applicationis identical, but the
hog information changes.

In Example3 we canidentify four corefundamentalcomporentsof anobjed, which areits senice,
hardware, le andresouce properties It is obvious thatthe compmentswhich assemlz an object
comewith ahighdegreeof reusability. For example,comporentscanbeinherited,asseenn Example
3.1, wherethe le' s machinedesciption is copied from the apgdication objed. Componets of the
sametype canbe putin relaton, asshovn in Example3.2, wheretwo resoucescharaterizations are
comparel. Componats canbe addal or replacd, asfeatuedin Example3.3, wherethe descrption
of thehardwvareis addedor replacedasthe application startsor migrates, respetively. It is clearthat
weneedto supgy adatamodelwhichintegratesvery different aspets andallows oneto swap,replace
andcoypy its sub-gructures. It mustbe scaldle to allow the properde<ription of complex objects.

LegacySewicesin Grids: Condor PBSandLSF, to nameafew, provide senicesto managecom-
puterresoucesandto submitjobs to particular batchqueue on a machne. Comparel to the web
servieswe refer to themas“legag/ senices”— which is not meantderogatorily: While websenice
protocols like SQAP have capdilities to trandate the requestvocabulary legag/ apgdications come
with a proprietaly syntax for descibing resoucesandareillite rateregardng othe systans. Eachap-
plication hasspecial abilitieswhende ning aresouce but to the greate extentall descibe common
featureslike memory numbe of processes, etc. Thedesciption languagewe strive for mustallow a
mappingbetweerthese commonfeaturesandactasanintermediarywhendealng with suchsenices.

We have realzedthatthelegag/ serviceswhich arededoyedthroughou Grid ervironmensg sim-
ply do not comeasself-descrigive web senicesthatconform to WSDL or UDDI. To integratethem
we musttranshte on a syntacticd level rst — before we canattemp to interfacetheir functional-
ity. Our descrptive languagefor Grid objectshasto be elementay enoudn that its grammarcan
be mappedto an already existing vocabulary of a resaurce managemensysem. With our apgroach
we have no ambitionto desribe every singe capability. However, by expressingthe mostcommon
features,we areableto join togethera signi cant numbe of legag software systems.
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Service A Service B

Functional Overla
different Vocabularie

Service C

Figure5.1: Different (legecy) serviceapplicatims for acomnon purpse(suchasbatchsubmissionshav a
functioral overlap. However, they do not sharea comnon syntax. Grid Objectsprovide a mappirg between
differert vocalulariesandhelpto accesshe samefundionality in differen tools.

5.2 De nition of Grid Objects

We proposeGrid Objectsasageneal descrption of objectsonaGrid. A Grid Objectis acollectionof
sub-objeds, termeda Contaner, which hold oneor morePro les thatre ect the different propeaties
of this objed. The containerstrucure in a Grid Objectis optional and depemis on the backgrourd
situationthat is dexribed We call thestrudureto descibe suchanentity the Grid ObjectDescrigion
Language.

For our purposeswe de ne a Grid Objectasfollows:

uiD

A confaineris awrapping strucurewhich holds oneor morepro les. A pro le in acontainermaybe
optional.
uiD Prole Pro le

The pro le is the fundamentalbuilding block of a Grid Object. It representsthe objed's propeties
througha x edsetof attribute/valuegpairs whichis speé¢c to eachpro le type. The presaceof the
spei ¢ setof attributesis mandatoy, the assoé@tedvalues arenot.

uiD

The attributesfor a uniqueident er (UID) anda label are available at all strucure levels (object,
container, prole); asseiatedvaluesareoptional.

Classifying Pro le Types: Theclassication into the fundamentaltypesof machine resouce,ser
vice and le pro le sis inspired by our undetying migration scerario, whosecommuncationcontent
we intend to express with this datamodel For other scenaios, differentproles maybecaneimpor-
tantwhile otheis canbe omitted We believe thatthe modula Grid Objecthierarchy allows accom-
modaton of mostcases In secton 5.10 we sugyestseveral important addtions to the Grid Object
informationmodel

5.3 SewiceProle

A servie pro | e is a desciption of a functional ability which is available on a machineor provided
by anapplication, uswally through aport or range of ports. We aim at desribing modernweb serviges
aswell astraditional interactive command lik e secue-shel basel accessto a hardvareor PBSbasd
quauesubmisionsysem. Thekey attributes, which areusedto descibe suct apro le are



40 CHAPTERS. GRID OBJECTDESCRPTION LANGUAGE

Type A classication for the service. The service classstates a commonfunction-
ality, which maybeimplemernedin differentways(e.g.a le copy method.

Label A humanreadale label, descrbing this paricular senice.

Operatin If the service is not a web service, opelation staeswhat commandneed to
be executal on amachine

Binding Usedto ag anRPCtypedwebservice. It holds the Binding of a URL under
whichawebsenice is reactable. The URLs hognamecanbederivedfrom a
machire pro le.

Method For an RPCtypedsenice, the nameof the remoteprocedure call which in-
vokesthis senice.

Transport A de nitio n of thetransportprotocol. For webservies,mosttransmrt meth-
odsareHTTPbasal. Othertransportmechaismsaree.g.secue shel, HDF5
datastreamsr LDAP baseddatabaequeies.

uib A unique D to identify this particular serviee. This ID is usedto distinguish
seniceswithin anappication. TheID shauld be uniquewithin the scope of
thesenice environmert.

Port[] An arrayof integers holding port numbes, e.g.port 22 for secureshdl based
accessto amachine

PortLabel[] An arrayof labek to distinguishthe differentports.

Oneor moreservia pro les arecollectedinto a Serice Contaner. Thesenice containerrolls several
servie de nitio nsinto a sinde strudure. Sucha containermaye.g.list all accessmethod (e.g.ssh,
rsh,HTTP, Globus gateleepey of acompuer.

ServiceProe] ] An arrayof servicepro les

Label A humanreaddle label descibing this collection of senices.

uiD An uniquelD, which identi es this colledion of senices.

Count This variable which holdsthe numberof attacled pro le s is usedto ensure

the congsteng of the numberof attacted structures.

Sewice Proles and WSDL: At therisk of being repettive: thereis a fundament& difference
betweerma Web Serviceanda Grid Object: a (web) senice is anisolated aspet of a Grid entity and
Grid Objectscorrelate the different aspets into a sinde represenétion. Grid Objectsand WSDL
weredesighedwith different intentions: WSDL is a languageto descibe web senice functiondity,
like the operatons thata web senice cansupprt, its amgumentsandreturn values. Grid Objecs are
a unifying handk to entities on the Grid. One aspet of suchan entity areits senice capalilitie s.
Thesenice pro le wasdesigredto accommodtenon-webserviaes,lik e userapplicatiors andlegagy
infragructure aswell. Thedesciptive capalilities of WSDL aresuperor to servicepro les. However,
it is notourintertion to reirventthe“service-descrigion wheel, but rathe to experimentwith amore
embracig datamodel

Possibé waysto fully incomporatea web senice deription in a senice pro le include the du-
plication of WSDL functiondity or stoting a complee WSDL doaument. Both options are clealy
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problematic Insteal, usingthe senice pro le asa handle to a WSDL documentappeas to be a far
more pracical approachif neal comesup. Sucha servie pro le canthenbe usedto retrieve the
properWSDL documen

Classifying Serwices: Theservicepro les provide room to classfy asenice but do not prescibe a
setof pre-dened classes,which hasto be obeyed by a servie. Serviceproles do provide a systen
to sub-@ategorize a class. We found that a classication systen need to be congstert within the
pod of applicatiors which provide andconsumethe service. Obviously, a senice declaedto be of
type “copy” may not delee the le. Thereis currertly no way to “guarantee”’that a servie will do
whatit preterdsto do. Thesenice veri catio n becanesevenmorechalenging if the differencesare
more ne graned. For instarce,“copy” and“move” opeitionsyield the sameresut (a le onanewn
location), but have differentsideeffects (removing vs. keeping the original).

Migration SewiceClasses: Within themigration senice ervironmert, we settled onasetof service
classeswhich we found usefd andwhich expresgdall requred serviages. Our clasesare:

copy, dele te,m ove
Theseservie classa classfy copy, deleteand move opeation for les on
the Grid. The GPSimplemenationusesssh , rsh , GSI-ssh andsftp to
perfam thesele opemtions

shell This type summarzesall services,which allow shellacces on aremoe ma-
chine. Remoteshell accessis carriedout e.g.through ssh, rsh and GSlI-
ssh .

submi ssio n Thesubmisgon senice classwasintroducedto provide a cateyory for submision-

only access,e.g.through Glohus, PBS,LSF.

migra tion ,spa wn Thesetwo classas provideda category for the migration andspavn senices.

Othersituaionswill mostlikely require adifferent class$ cation sysem. Thisis easly possble, since
GODsLdoesnot promde certan serviceclasses.

5.4 File Proles

File pro les areusedto descibe the propetiesof les anddiredories In ausercentric ervironment
the le' s nameanddirectory often sufces to managethemon a single machine In an automagd
websenice ervironment,addiional informationis useiil e.g.to avoid namecon icts, to let aservice
choosethe bestmethal of le trander, or to desribe a singlelogical data le madeup by separte
chunks. We motivate a le pro le with atypical exampleof simulaion 1/O:

File Objects, Example: A paralkel simulaion perfams periodic chedkpoints to save
the applcation's stake as a protection agairst failure. To speed up checlpointing, the
apgication writesonedatachunk perprocesor. Thefull checkpointis compogdby all
les. After amigration to asinge processormachneanew chedkpoint is dravn andthe
checkpoint is now represengdby asingle le.

To descrbe suchsituationswe introducea datastrucure called File Pro le which desribesa singe

le. A le prole doesnot pos®sinformationon the machire thatthe le is locaed on, nor does
this prole cortain information on a higher-level datacompogtion, like the logical chedpoint in the
example above, which is madeup from different physical les.
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Name

Directory

uib

Type

Label

Size

SizeUnit
Date

Compacti cation

The nameof the le asgivenby theuseror the geneating appication andas
it is found in adirectory on le systen.

The diredory in which a le canbe accesedon a le sysem. Nameand
directory provide aunique addressirg schremeona computer. They canrot be
use to identify a le in Grid ervironment, since different directory/ le pairs
may beidertical on distinct machires.

An ID, whichis usedto providea unique desgiption. It canbeusedto distin-
guishthe le in aGrid ervironmert — evenif namesof the samenameexist.
Provided that the uniquenesss preseved, an ID canbe usedto expressre-
lationshipinformation for a colledion of les, e.g.the numberof checlpoint
chunksin theexampleabove.

A class cation which permitsa categorizaion of le. The classi cation is
open andnot de ned within the GODsL.

A humanreadhblelabel, givenby the useror thegeneatingapgdication. This
labd is notintendedto beinterpreteal by anapplication it hasonly illu stratve
purposes.

Thesizeof the le. Thisinformation cane.g.beusedto detemineif multiple
small les shoud be combinel into a large archive before transmissionto
avoid overhead.

Unit of the sizeattribute.
Dateinformation for this le.

A oating point numberindicatingthecompadibili ty of the le, whichranges
from for notcompiessibeto for highly compresible. This factorwould
idedly be provided by the geneaating applcation since it knows bestabout
its origin andintemal structure. A secor apprachderivesthis factor from
related les (e.g.the compressionproperties of a checlkpoint areidentical to
othersof the sameorigin).

To collect multiple les to alogical unit, the le pro les arecollectedto a le container

FilePro le[ ]
Label
uID

Count

File ldenti catio n:

An arrayof le pro les
A humanreaddle label descibing this collection of les.
A unique ID, whichidenti es this collectionof les.

This variable holdsthe numberof attacled pro les andis helping to ensure
the conssteng of the attadedstrucures.

Files areintuitively descibed by their nameanddiredory. This ident cation

is risky becaweit relieson the userto supgy a unique name— a moduswhich usually worksin a
smallsetting, like onalocd PC.For a Grid ervironmentwith mary participating sitesandautomaed
serviesthelimitationsof this scheneareobvious,e.qg.if les areautomaically transferred to storage
facilities. In addition to the namedglirectory which is unique per le sygem,wethetagthe le prole
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with anuniqueidenti er . This UID canalsobe usedto expressrelationshp propertiesamongrelated
les, e.g.in pardlel-I/ O scerarios TheUID schemeéhelpsin distinguishing les aslong asall serviges
honor this schreme. The approachbecanesprobematicif a serviae relies on legag/ copy operdions.
While the serviee honastheuniguenes,it camotavoid thattheunderlying copy opelationoverwrites
a le with anotler one,becawgeboth have different UIDs but sharethe samediredory and le name.

It is dif cu It to waterpr@f the UID le concept for legagy ervironmerts. A workable, but ques-
tionable appoachis to appendthe unique ID to the nameof the le. This worksin an automagd
environment, but complicaesthe manuad handing of les. Thedatagrid communit [27] is using a
replicamanayer! which peformsamappingamongthe physicd andlogical le namethatis globally
unique.

File Properties: Importart additionalinformation for large les aretheir sizesandcompati cation
properties. The latter cane.g. be usedto indicate an ASCII formatted le, which compressesvell
agairstabinary le, whichis already compressed.Both pieces of informationallow a serviceto pick
the bestof all available transfer methals or to rule out certan machire targets, whosebardwidth is
toosmallto acheve a le transferin aspeded time.

5.5 Machine Pro les

A Machinepro le containstheinformaion whichis obligatoryto addessthehardwareontheintemet,
e.g.throughanlP number Themachnepro le introducesthelocation aspetof anobject asit is used
in conjunction with otherpro les. Themachire pro le re ects the propertiesof asingledevice in the
internet. It doesnot contan informationonits resarcechaacteistics, like memory type of machine
etc. Themachhnepro le providesspeci ¢ informationon:

Hostname A fully qualied hostrame,if available.

Domain The Domain nameof the machire, if available. Quite frequently machires
arecongured in away thatthe apgdication cannd detemine the machinés
full domainname.

P IP number if hognameis not available. This is often the caseon cluster
systens,wheresingde nodes do not comewith hognames.

Type Allowing for a categorization of hardware No classication is enfarced.
Label Humanreadbleinformationstring descibing the machire.
uiD uniquelD. It doesnotsufce to usethelP numbe asthe soleidenti er. This

appwoachwould allow duplicatesif machiresarehostal on private networks.
Username Usernamaunder which the machinecanbe accesed.

TheMachine Contaner is thewrappingstrudurefor oneor moremachnepro le s. It is usedto group
mary hardware devices into alogical unit. Theattributesof a machineconainerare:

MachinePro le[ ] An arrayof machineproles.

Label A humanreadhblelabeldeseibing this colledion of machinepro le s.

!DataReplicationResearciGroup(REP):http://iwww  .zib.de/ggf/ data/rep.htm |
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uiD A unique ID identifyi ng this collectionof devicesexclusively.

Count A numbe of pro le sin this machire container The court varigble is usedto
ensirecorsistercy whenpro les areattacledto the contaner.

Machinecontainercanbe usedto descibe a network of workstationsor the paricipating machires
of a meta-canputer whereeachparticipantis expressedthrough a pro le. The machire pro le and
contaner strudure doesnot make a statenenton the grarularity at which a machire desciption is
carried out for a cluser compuer, asinglemachire pro le for theheal nodecanbe usedto descibe
thefull machne. A comprehensve apprachusesapro le for eachcluster node andgroups all nodes
in acontaner. Which styleis chosn,dependson the situaion: If the clusier requresthatindividual
nodesarelistedin a machire le for a mpirun statemet) the detailed appoachstoresthe necessary
information.

5.6 ResourcePro le

TheResouce Pro le holds informaion, which charaterizesthe compue capadgties or requirements
of aGrid Object Important attributesof aresaircepro le descibethenumberof processingelemens,
memoryor informationon the opeating sysem.

Therea®n to treatthe resouce charaterisics sepaately from a machire pro le is justi ed by
thefactthatresaurceproles arenot necessarily tied to a hardware device. Resoure proles canbe
usedto charaterizeapplications or abgractresaircesituaionsaswell: An applicationmayprovidea
resoucepro le to interestedpariesto relayinformationon its resouce consumptian. In this context
theresaurcepro le is not attributed to a hardvare (machire pro le) but to an apgdication, which is
descrbedthroughits locaion (machinepro le) andfunctionality (service pro le). Multiple resouce
pro les may be usedto chamcterize the different batch quetes which pattition the totd compute
resouceof amachine spec ed throughthe machinepro le of theheadnode

Theinformationin a resouce pro le is usudly suppled through a resarce monitaring sysem,
whichwatchegheresouce stateof anapplicationor amachire. Performaice-API[65] is anexample
of a software packaye, which returnsinformation on memoryusageor oating point performanceof
an apgication. The Metacanputing Directary Serviee (MDS)[25] is an exampleof a service suite,
which obsevesandrepats the resaurce situationon compute hardvare. All of thesesystanscome
with a proprietaly syntax on how to specify the resaurce requirementsor corstrairts, as shavn in
Figure5.10, page54. While our resairce structure is not able to descibe the full functiondity of
every single resouce systen, we de ne avocabulary, which is large enowgh to provide a mappirg to
thesyrntax of mostresouce sysems.In Figure5.1we sketdh this syntectical overlap.

Theattributesin resouce pro le areableto repreenttheresaircesfor a Grid migration senice.
They may be incompletefor othersituaions or require adagion. An exparsion by addng attributes
or new pro le typesis straightforward.

Processos Thenumber of processirg elemens.

Memory Theamountof memorydescibedin thispro le, e.g.thememoryrequrement
of anapdication or theresaurcecapady of amachire.

Memory Unit Memory units (G/M/K = Giga/Meya/Kilo).
OperatingSystem Descrption of the operating systemasrepated by the uname command.

Machine Type A setof keywords to distinguish a worksation, cluster, vecormadines or
supercompuer.
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CPU speed Frequemy of the certral processim unit.
CPU SpeedUnit Unit of the CPUspeel in Hz (G/M/K = Giga/Meya/Kilo).

CPULoadl1hk/15 CPUloadduring thelast1/5/15 minutes. Theseattributesaredirecty derived
from theMDS datataseentryandusedto monitortheinteractive execution of
programs. They are usefu for experimenting with the interactive executian
of programs.This datais notrelevart if the execution is scheduledthrough a
batchsystem.

RunCmd A string holding the prope MPI run-commandhor parallel ervironmens (e.g.
mpirun-np, mMpprun-n, pog etc.).

uiD A unique ID to descrbethisresouce. Likeall UIDs, it canbeusedto express
relaionshp informationbetweerrelatel resouces.

Label A humanreadhblelabeldescibing aresouceprole.

Multiple resoucepro le saregroupedwithin aResouce Contairer. Theattributesin suchacontainer
are:

ResourcePro le[] An arraycontaining oneor moreresoucepro les.

uiD An unigueident er whichis used to disciminatebetweerdifferent resairce
pro les.

Label Humanreadhblelabel holding informationon this resouce conguration.

Count Numberof pro les in this resaircecontaner.

5.7 Grid Objects

Thedifferentpro le sthatwe introducel abore cannow be combiredto provide auni ed de<ription
of the different aspectsof objects on the Grid. In this secticn we descrbe Grid Objeds asthe main
objectsof the Grid ObjectDescription Language andconstructspecidized objectswith regardto le
andresaircedesciptions.

The Grid Objed structurecollectsthe various containers to asingle entity. Contanerinformation
is optional, they areattacted depeming on the situation which is expressedhrough the Grid Object
The Grid Objectcongsts of:

Machine Cont. Linking in anoptional machne container

Servie Cont. Linking in anoptional senice contaner.

File Cont. Linking in anoptional le container

ResourceCont. Linking in anoptional resaircecontainer

uiD An unigue ID whichis usedto idenify the Grid Objed.

Label Humanreadblelabelholding informationon this Grid Object.

Multiple Grid Objectscanbe collectedto an array of Grid Objeds, calleda Grid ObjectContairer.
Thecompktestructureof a Grid Objectis shavn in Figure5.2.
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Grid Object
| | |

[Respurce Container File Container Seyvice Container J

Machlne Proflle #1 }
)
J

[ J |

Resource Proflle #1 ] [ File Profile #1 ] [ Service Proflle #1
( )
( )

Machlne Proflle #2 File Proflle #2 Service Proflle #2

(
[Machlne Container
(
(
(

[Resource Proflle #2 J

Machine Proflle #n Resource Proflle #n } File Profile #n Service Proflle #n

Figure5.2: The completestructureof the Grid Objectdatamocel, corsistingof macline, resource,le and
serviceproles asthefundanentalcompments.

Unique Identi cati on Numbers (UID): Thesubstructures of a Grid Objectcanbe distinguished
through a unique identi er. How a UID is provided is not de ned by GODsL, but left to the appli-
cation Generaing globally unigue IDs is an everlastng problem in Compute Science If GODsL
objedsareusedin anenclosedapplicationenvironmert andall partidpanis agreeonthesameschene,
pseua uniqueID will work well. SuchlDs canbe e.g. be geneatedby combiing the processID
andthecurrenttime. This schemds usedto setthe UID for theadvancednigraion scenarios
Fortruly globdly unigueIDs, thedeplbymentof aUID seneris abette solution. A client contacts
the UID senerandrecevesanID. Sucha proces mustoperde reliabe. A reduindantsener straegy
asdescibedin Chapte 4 canbe usedto acaomplishthis reliability. Distributed UID sener require
intercommuni@tionto de ne the UID rangeswhich they operde on. We have no roomto elatorate
on this probem, but would like to mentian the senice monitor sygem, desceibedin Section 9.4.3as
aframework to supervse applications or distributed serviceinstancesandrestat themif necesary

5.8 SpecialGrid Objects

This sectian introducesa numberof specalized Grid Objecs, which provide a compehensve de-
scripion of les, resoucesandnetworks interconnetsona Grid.

5.8.1 Grid File Object

A Grid File Objed (GFO)de nesaGrid Object,whichdescrbesthelocationof a le onaGrid. A le
objed requresamachineand le container the existenceof a servia informationon how to access
the le is optional. Later, if the les areto be accessed this thanonenetwork pro le informaton is
indispensale, andit mustbe attachedin time to accessthe le.

uiD

5.8.2 Grid Resource Object

A Grid Resouce Object (GRO) de nes a Grid Object, which descibesthe the resouce aspets of
a machne or application A resouce objed manddes at leastone resouce pro le in a container
andeither a service containerto chamacterize the application or a machine contdner to descibe the
hardware. Multipl e resaurcepro les percontainerareusel to descibe batchqueleswhich partition
thetota compue capadty of amachine

uiD
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( Grid Object )
{ Machine Container ] [ Service Container ]
Label: PC Cluster Label: PC Cluster
UID: 36493 ulD: 12978
[ Machine Profile #1 [ Resource Profile #1 ]
Machine Profile #2
( Machine Profile #3 Processors: 4
Machine Profile #4 Memory: 1024
{ achine Profile MemUnit M
UID: 12978.1
Hostname: pe04 MachType: NOW
IP: 172.16.36.4 CPU speed: 1
uID: 36493.4 CPU unit: GHz
Label:  PC Pool #4 Label: PC Pool

Figure5.3: A simplenetwork of workstatiors (NOW) is madeup from 4 PCs.Themactine prole describes
thehardwareof this cluster A singleresoure pro le is usedto characterie the combined compuing capali-
tiesof thecluster

5.8.3 Grid Network Obiject

A Grid NetworkObjectde nes the network quality betwveentwo network endpants. The edge be-
tweentheendoointsis providedthroughanetwork containerwhichholdsanetwork prole. Theactual
endpoints arede ned through two machire pro les, which arelocatedin asinge contaner. Thema-
chine pro le' s type attributeallows do introducedireded bandwidh statenents,distinguishing e.g.
betweea upload/downloaccharaterigics. While the machire contaner musthold two proles only,
the network contaner mayhold morethanonenetwork pro le.

uiD

The Grid Network Objed is not partof this thesk, but well befollowedup onin a future project, see
Sectin 5.10.

5.9 Grid Object Examples

In this sectian, we pick typical situationsfoundin Grid computng or migration ervironmeris anduse
the Grid ObjectDescripton Languag to providea proper representéion of the informationinvolved

5.9.1 Machine Constellations

We give a numberof examples that illu stratehowv machinepro les can asseml#d to provide an
adgjuatepictureif individual machinesare partof a moreabgract machire settirg, like in clugter or
meta-©mputer

Workstation Cluster: In Figure5.3we illu stratethe Grid Objectfor aloosdy couded network of
workgations (NOW), madeup from simple PCs. Eachmachire is descibed by a machire pro le,
which iderti es the hardware by its IP number The clusteredstructureis presevedin the machne
containetr Thegrandarity atwhich a cluste canbedescibedis discussedn Section5.5.
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[ Grid Object Container )
( Grid Object ) ( Grid Object )
Label: Meta Computer 1 Label: Meta Computer 1
UID: 12453 UID: 87957
[ Resource Container } [ Machine Container } [ Resource Container } { Machine Container }
Label: Meta Queue 1 Label: MODI4 at NCSA Label: Meta Queue 2 Label: ORIGIN at AEI
uID: 124531 UID: 134532 uID: 879574 UID: 929233
{ Resource Profile #1 } [ Machine Profile #1 } { Resource Profile #1 } { Machine Profile #1 }
Processors: 16 Hostname: modi4.ncsa.uiuc.edu Processors: 16 Hostname: origin.aei.mpg.de
Memory: 1 IP: Memory: 1 IP: 194.94.224.100
MemuUnit: G UID: 1345321 MemuUnit: G UID: 9292331
uUID: 1245311 UID: 8795741 .
Label: MODI4 at NCSA Label: AEI Of 2000
MachType: SMP a MachType: SMP rigin:
CPU speed: CPU speed:
CPU unit: CPU unit:
Label: MetaQueuel Label: MetatQueue2

Figure5.4: A meta-corputeris a abstractcomputing resouce built from several physical machines. The
exanpleillustratesa meta-conputerwhichis assemblethy two O2K atthe Albert-Einstein-Institut AEI) and
the NationalCenterfor SupercanputingApplications (NCSA).

Meta-Computer: Figure 5.4 shavs the Grid Objectrepresentaion of a meta-conputer In a dis-
tributed meta-canputing ervironment multiple geogaphially distributed machinesare combired
to a sinde, virtual Grid compuer. In this example,a meta-canputeris assenbled from two ma-
chinesattheAlbert-Einsteininstitute (AEI) andtheNational Centerfor Superomputirg Applications
(NCSA).

5.9.2 Grid Service Objects

Serviceproles spedfy how anobjed cancoped, accesedor manipubtedin ary otherway. We give
exampleswvheresenice pro les areused Thesenice pro le itself makesno staementonthelocation
of theservice. Thelocation (  hardware) of theseniceis de ned by attachng a hardware pro le.

Simulation Services: The rst exampledescrbesa proprietaly senice provided by a simulation

basednthe Cactusramavork. Theapgdication hasoperedportsto let scientstintrospecthecurrent
simulation state[57]. The appication hasgereratedits own web page,which is accessiblethrough
port 801Q It streans simulation datato external visualization software Here,port 8015is usedto

streamthe datawhile port 8016 steersthe geometic shape of the extraded data. It is not necessary
that every web servie undestards the syntax behird this port con guration, an programwhich un-
derstandsservie type IOStrea medHF5 would know how to dealwith theport setyp descibedby

ServicePro le #2.

Machine AccessSerwices In the following example we chalacteriz the GSI-sshsenice. GSI-
sshis the sshversian adgtedto the Globus Security Interface[38]. The GSI-sshdaemonusudly
operdeson port . gsis sh andgsisc p aretwo applicationto gainshellacces andcopy les,
respetively.
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[ Service Container J
Label: Simulation Access
UID: 19453.224
[ Service Profile #1 ] [Service Profile #1 ]
Type: html Type: 10 HDF5 stream
Operation: Operation:
Binding: Binding:
Transport: http Transport: hdf5
uID: 19453.2241 uID: 19453.2242
Label: Webpage Label: Data streaming
Port: 8010 Port: 8015
PortLabel: HTML PortLabel: Data
Port: 8016
PortLabel: Control

Figure5.5: A simulationallows scientistto introspectthe ongoing simulation. This codegeneréesa web
pageby streamingHTML codethrough poit 8010(Senice Pro le #1) andsendingHDF5 formatteddatato an
externa visualization clientlike OpenDX(ServicePro le #2). The HDF5 datais streamedhrouch port 8015,
while cortrol paraneterdik e down samplingareacceptedan throug port 8016.

Migration Services: The examplein Figure 5.7 contans the descrption of a migration senice.
The servie canbe contactedon port via HTTP trangort, the nameof the asseiatedRPCis
migra te . A machinepro le (notshown)contributesthe hogname.

5.9.3 Grid File Objects: SingleFile on a Single Machine

Figure 5.8 illustratesa Grid File Object, which holds the descrption of a single le on machine
The le properties like sizeandcompresibility arecaptuedby the le prole. Themadine pro le
contributes the location of the hosting machine andthe service pro le lists the suppoted methals
to acaessthe le, herethrougha GSl-scpcommanl. Additional senice pro lescanbelistedif the
machine's ervironment offers theseacces types. Whena le is movedto a new host,machineand
senice pro les arereplaed; if the le is copied, a duplicate of the Grid File Objectis createl and
updatedaccodingto thenew hod.

5.9.4 Grid File Objects: Multiple Fileson a Single Machine

Large data les in pardlel applicatiors areoften brought to disk through paralel-lO methodsto ac-
celeratethe processof datawriting. ParallelHO ideally requresconsant IO time asthe numberof
processos increases,but it gereratesmultiple les, assketchedin Figure5.9. To expressthis situa-
tion, we canaccanmodatemultiple le pro les in a le container, thereby preservirg theinformation
thatthey areall partof alogical unit. In Figure5.9 we showthe expanded,single- le example,in
which the hosing machineandaccesssenicesstayal the same.

5.9.5 Grid File Objects: Multiple FilesacrossMultiple Machines

An oftenmentioredscenaio in Grid computng is theexecttion of asinge applicationacros multiple
supercompters. Thedatg whichis geneatedthrough pardlel-1 O technguesnow resideson multiple
machnes. For example alogicd le is compsedof 10 datasets wheresix datasetsare geneated
on machire A andthe remainng four areresiding on machire B. Both machine may have different
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[ Service Container ]
Label: GSI Access
UID:  19453.124
[Service Profile #1 J [Service Profile #2 ]
Type: shell Type: Copy
Operation: gsissh Operation: gsiscp
Binding: Binding:
Transport: Transport:
uUID: 19453.1241 uID: 19453.1242
Label: GSI Shell Label: GSI Copy
Port: 2222 Port: 2222
PortLabel: gsi PortLabel: gsi

Figure5.6: A descriptionof GSI-sshtypedaccesso acomputer The Globus Securitylnfrastrictureprovides
asshbasedaccesgo shellandcopy functions,usuallythrough port

accessnethod. We canprovide a proper deription by creding aGrid File Objectfor and . The
two Grid objectstogetrer yield to full andaccuatedesciption of the distributed les. If the les are
physially movedto asingle w machire,anew le desciption is obtaned by creding a Grid Object
with themachineandservie pro le of thenew compuerandjoining all le pro les.

5.9.6 Grid Resource Objects: Application Requirements

Theresaurcepro le canbeusedby anapplcationsto charaterizeits memoryandCPUrequremens.
This information canbe gatherel autamatically at runtime or manudly. The resouce consimption
charaderistics of anapgication is usedto detemine anappiopriate compue capadty before aappli-
cationis relocaed. If amatchirg machines found, the Grid Objectdesciption of theapplicationcan
inherit the machinepro le . Theresouce matching processis descibedin the next secton.

5.9.7 Grid Resource Objects: Resouice ldenti cation and Evaluation

Beforeary job is execued on a supecomputr, athreestageprocessneed to be completel, whichis
traditionally doneby the user interactively andintuitively:

1. Resoure ldenti catio n: The userdeteminesthe resairce requremens of his application
typically throudh eduated guessesor trial and error  Secormlly, the userhasto familiarize
himself with the compue capacitieson the machiresin question. This knowledge is usudly
gatheedby readng up on the site' s batchsubmisson conguration.

2. Resource Evaluation: The use decidesfor a particular supgcomputer, where he choesa
gueung systemwhoseconstaintswill not beviolatedduring the runtimeof the program.

3. Resource Request: The userrequeststhe resouces,usualy by lling outa batchsubmission
script, in which he stateshis requrements like numberof processorsand memory The user
hasto obey the particular queue syntax. He nally submitsthejob.

Sincewe canexpresthediverseresoucerequestsandconstaintsaspro les in aGrid Object we can
comparehemto deteminesuitableresaircesfor migraing applicatiors. In Figure5.10 weillu strate
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[ Service Container }

Label: Grid Migration Serv.
UID:  19453.924

[Service Profile #1 ]

Type: migration
Operation: migrate
Binding:  /GPS
Transport: http

uID: 19453.9241
Label: Grid Migration
Port: 7010

PortLabel: GMS

Figure5.7: A migrationservicedescrilesits servicethrough a servicepro le. Themigration serviceis partof
theGrid PeerServiceslescribedn Chaptei7. ThecomgeteURL (e.g.origin  .aei.mpg.de :7010/GPS )
canbederivedfrom the portnunber, bindng andthe hostnane in the machinepro le (hotshawn).

this autanated threestageprocess wheretheresouceiderti cation is shown to theleft, followed by
theevaluaion stagewhich compaesandselectsaresairce.Finally, theapprgriate batcdh submision
scriptsare lled out.

Condor Class-Ads: In aservice ervironment the resairce matchirg andselection processis car
ried outby anapplicationinstead by auser Oneof theadvancediecison makingsysten is Classi ed
Adverisementg“Class-Ads”) [22], usedby Condor Applicationsandresaircesadertisetheir cha-
acteistics in a specal dataformat and a matchmalkng process seleds those pairswhich ful Il the
speci ed relation. Section3.1.2descibesClass-Adsn detail In Figure5.10we outline the process
of matchirg the requrementsof an applicatiors with the resouce congraints provided through the
queueson a supercompuer. Figure5.10sketchesthe trarnslation of differentvocabularies, which are
usal by the varioussysems.

Resource Identi cation The rst stageof a submissionproces concernsthe ident cation of
resouce constrairts on amachineandresaurcerequrementsof the application

1. Resouce constaints In Figure5.10,on the left side, the upperresouce contaner holds
pro les, which descrbe the resouce chamcterigics of the queues that pattition the total
computecapacity of amachine Suchqueueinformationcanbe obtanedthrough aquery
of resairce datdbasedik e the Meta Directory Service(MDS). The MDS is disaussedin
sectin 3.1.1. For eachhost which is repoited asa potertial execution host,we gererate
oneGrid Resoure Object,which in turn mayhold morethanoneresoucepro le. These
pro les statethe resairce condraints. The rst gray box in Figure 5.10 illustratesthe
mappingof the MDS vocabularyto the pro le strudures.

2. Resouce requirements the lower pro le in Figure5.10is re ecting the apdication re-
sour@ needs the program demarnls 500 MByte and 64 processors The datacan be
suppled manudly by the user who may for example specify the maximumamour of
experiencedmemoryusaje or restiict the architectures to thosethat he hasprecanpiled
executdlesfor. In advancedapdication informationon the memoryrequrementss ob-
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( Grid Object )
Label: CP File 9.8/4.2 on origin.aei.mpg.de
UID: 120341.3123t
[ File Container } { Service Container } [ Machine Container ]
Label: CP File 9.8/4.2 Label: GSI Access Label: ORIGIN at AEI
uID: 120341.3123 GUId: 19453.124 uID: 64835.343
[ File Profile #1 } [Service Profile #1 } [ Machine Profile #1 }
Name: Cp_045_#1.bin Type: copy Hostname: origin.aei.mpg.de
Directory:  /scratch/job045 Operation: ~ gsiscp IP:
Size: 1034 Binding: Binding:
SizeUnit: M Transport: uID: 64835.343
uID: 120341.31234#F1 uID: 19453.1242 . -
Compact: 0.8 Label: GSI Copy Label: Origin at AEI
Label: Run a=9.8 T=4.2 Port: 2222
PortLabel: ~ gsi

Figure 5.8: The accesof a single le on a single compute resourcecan be describedby le, serviceand
machne pro le. Togetter thesethreepro les describethe le' s properties,the accessnethals suppoted on
thehardvare,aswell the hardware itself.

tained by instrumentingthe execuableandextracting resairce consunptionrates at run-
time. The datais expressedn aresaircepro le with desigratesthe requirements

Resource Evaluation: To detemine which resaurce providesthe bestcomput capadty for a
givenresairce congraint, we prefa usingexisting techrology, like CondorClassAds: A mi-
gration service rewrites the resouce pro le of the applicationandthe resouce pro les of the
availableresoucesas Class-Ads. The Class-Adparsing algorithm compars the job requre-
mentto the constaintsandreturnsa matchif possble.

Resource Request: Whena matchis found, the servie lls out the batch submissionscript,
usingtheappr@riatesyntax. Thecontentsof apgication'sresaircepro le is now mappecdbonto
thevocabulary of the batchsulmissionsygems. We showthis trandation for PBSandLSFin
the bottom partof Figure5.10.

This simpleexamplealready involved the four resairce“dialects” anddataformat of MDS, Class-
Ads, PBSandLSFE For example the amountof memoryon a sysemis expresedasphysical -
menorys ize (MDS), Memoy (ClassAds, use de ned), #BSUB -M (LSF direcive), #PBS -
mem(PBSdirective).

We have shawn in this sedion thatthe ObjectDescrigion Languaye permitsusto corversewith
alread existing software packagesandgrid middlevareandcanadaptel to integrateupcaning Grid
techrology aswell. Grid Objectsful Il theimportant requrementof compdibility andenale third-
party softwareto interopemte.

5.9.8 Dynamic Object Composition

Thedifferentpro les whicharecompo®dinto aGrid Objectdo notneedto comefrom asinge souce
or atthesametime. It is evenunlikely thata sinde appication is knowledgeabk aboutall aspets of
a Grid Object. Differernt apdications may contibute differentinformationat differenttimes. As an
examplewe illustratea situation, wheretwo different instarcescontibute to acommonGrid Object,
asillustratedin Fig 5.11: A simulationcredesaGrid File Objed, whichiderti es thelocaion of a le.
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| Grid Object ]
Label: Checkpoint Files for a=9.8 T=4.2 on Vidar2
uld: 120341
[ File Container } [ Service Container } { Machine Container }
Label: Checkpoint Files Label:  Data Transfer Label: Test Machine
UID: 120341.31234 UID: 120341.3 UID: 345244
( File Profile #1 [Service Profile #1 } [ Machine Profile #1 }
[ File Profile #2
[ File Profile #3 Type: copy Hostname: vidar2.aei.mpg.de
{File Profile #4 Operation: ~ sftp IP:
Binding: Binding:
Transport: ~ ssh uID: 34524.424M
Name: Cp_045_#4.bin uID: 120341.31C . .
Directory:  /scratch/job045 Label: Test Machine
size: 1034 Label: copy access
SizeUnit: M -
uID: 120341.31234#F4 Port: 22h
Compact: 0.8 RorlCabelIgss
Label: Run a=9.8 T=4.2

Checkpoint

M File #1] [Fne #2] [Fne #3} [Fne #4}}

vidar2.aei.mpg.de

Figure5.9: Multiple les onasinglecomputeresouice. Multiple le pro les describehedifferent le chunls.
Theservicepro le deterninesthe accessnethod while the machne prole hastheinformation on the hard-
ware.

A servie pro le for the aceessmethalsis not provided, becasethe applicationhasno knowledge.
If the le is abou to be accessede.g.througha le sener, the machire pro le is usedto query an
information datataselike the AIS (Chapter7) on the sugported acces method for that host. The
complketedGrid File Objectholdsnow afull presription on how to accessthe le.

5.10 Future Reseach

In this sectian we give anoverview of extensionsto the Grid ObjectDescrigion Languaye andpoten-
tial synegieswith otherresarchprojeds. Thedatamodelhasenoud strudural capadty to hold extra
compmentswithout becaning to heary to use.In the following paragrapts we list two extengonsto
expressaddtional Grid properties

Network Proles: ThecurrentGrid Objecs do not support the characterizaion of network perfor-
mance However, it is necessaryto statethe condtion of a network thatan application may deperm
on. A packae which providessuchinformationis e.g.the Network WeatherServie [91], which
periodicdly monitars anddynamically forecaststhe network condtions like bandvidth. Fricke [41]
works on the normalization of the measuementgaken by differentnetwork monitors andexpressing
this datain a Grid ObjectNetworkPro le , asde ned in Section5.8.3. Theinformation is e.g.usedto
qudify the accessibiity of a site befor alarge le transferis initiated. It allows a migration service
to seled or rule out potential migration host basedon their network comectuvity.
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Resource Identification

[ Resource Lookup (MDS)

RP.memory =
MP.hostname =
SP.operation=

physicalmemorysize
hostname
schedulertype

Resource Evaluation

Resource Container
Resource Profile #3

Resource Profile #2

Resource Profile #1

Processors: 128
Memory: 2
Memunit: G

Resource Request

Examplel: PBS script
#PBS -l walltime= RP.time
#PBS -l mem=RP.memory
#PBS -N  SP.label

mpirun -np  RP.processors

Example2: LSF script

[Application Resource Needs J {W]/ A (#BSUB -W RP.time
#BSUB -M RP.memory
RP.memory = 500 Processors: 64 #BSUB -J  SP.label
RP.label = "MySim" Memory: 500
RP.processors = 64 Memunit: M mpprun -n  RP.processors

Figure5.10: Resourceprole (RP), servicepro le (SP) andmachinepro le (MP translatebetweerdifferent
applicdion vocahilaries. An MDS sener is queriedfor quele propeties, while an applicationidenti es its
resouice needs. Constraintsand requrementsare expressedas Grid Objects. Class-Admatching Iters an
appopriatequele andmachire. Jobsaresubmittedwhich requiesthe mappng to e.g.PBS,LSF or Glohus
RSL directives.

( Grid Object

[ File Container [ Machine Container

uID: up: 123494 uID: 19453.124

[ Label:  GS| Access

[ File Profile #1 [ Machine Profile #1

Label:  Simulation Host ]

Name: Cp_045_#1.bin
Iscratch/job045

Label Checkpoint ]
Directory:

Service Container ]

Data provided Data provided by
by Application Application Information Serve)

Figure5.11 An apgication providesinformationon le, e.g.acheclpoint le andit mayknow abou thelocal
machne aswell. If the application hasno knowledgeon accessnethod, the Application InformationSener
(or otherdatatase)canbe usedto completehe Grid Objectdescripion onhow the le canbeaccessed.

Time: Futurework includes the notion of time andtime intervals. The present systemof Grid
Object pro le s is staticin the seng that pro les do not timeou or becane invalid. For example
de ning resouce co-allocatiin and advanced reservatiorrequires the use of time-out construcs to
descrbe the beginning and expiration time of a resaurce. We areworking on the extenson of Grid
Objectsto accommodte thes dynamicpropeties.

5.11 Discussion—-OGSA, GODsL and GPS

OGH$A de nesanarchtectuefor theGrid with aspetslik e securty, authenticdion, andauthorizaion.
Grid PeerServicede ne thenotion of aredundantsenice environmentfor Grids. GODsL allows for
acompactesciption of Grid content. In this secton, we compae theaimsof OGSA[37] to the GPS
andGODsL.We give ananswer to the quedion, in how far OGSA overlaps with GPSand GODsL.
We showin factthatthe threepackayesdo notrival eachothe.

We constder OGSAasanimportant apprachto realign the different Grid techrologies thatare
developed in indepenent projects and allow themto interopeiate. Basedon the experienceswith
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distributed senice ervironmens, we beliewe that there aretwo crudal pointsfor the succesof this
architecture:

Simplicity: OGSA shoul be a lightweightand modubr speé cation. A monolithic, all-in-
onespeci cation will likely defeat the purposeof service compdibility aswell ascommunty
accepance.Someof the OGSAconcetslik e servicefacioring arevaluable,andambitious, as
we have sea in our service monitar (Section9.4.3),which creats and maintairs service and
applicationinstances

Application Base: Useraceptane canonly be reacted by having real-world applicatiors as
the driving force for the developmentof ary tecmology. OGSA de nitely facilitatesthe in-
teropeability betweenGrid techrologies. Its succesto intergperatewith custanerapgdication
will deper on how soonuserapgdicationsareinvolved

OGSAVvs.GPS Thereis asimplereasm why GODsLand GPSimplemenationswerenot ableto
conform to the OGSA speci cation: By thetime that OGSAwasreleased, mostof the desgn work
for GPSand GODsL werecomplketedand rst experimentswereshavn [50]. The OGSA codebase
was— at the time of the writing — still in a stablizing phase as sampleimplemeriations of OGSA
corformal serviesbecane available.

OGSAandGPShoth useweb senicesasa meanto communi@te betweenindepenentapplica-
tions. OGSAaimsto de ne an“architecture” for the Grid andstressesaspets lik e seairity, authen-
tication, andauthorizaion. Thesefeatueshave not beenthe focus in the Grid PeerServices, which
concentrdeson aredundantsenice ervironment

Thedifferencebetween GPSandOGSAaremoreonthelevel of senice topdogy. Grid PeerSer
vices promoesa faut tolerantservie topology by usingpee-to-peerstrataies. With the migration
senice ervironment(chagers7 and8) we shav thata P2Pappoachallowsfor reliabde serviceson
top of aunrdiable Grid infragtructure. As more high-level servieesare developedfor global Grids,
desgnersarefacedwith the sameproblan. Likely they will reacha similar desgn decsion. There-
quirementf faulttolerancein aGrid ervironmenthave to besolvedby any OGSAbasedapplication.
We beliewe thatthe peerto-pee apprachis aviable concept.

Besicesaddng secuity andauthenticaton, OGSA offersmary featureslik e the service factaring
to geneatea senice instarce. GPScanmake immediateuseof suchtechology, e.g.in the “service
monita” thatwe useto manageandsuperviseuse codesandserviceappications. In thisrespect,we
areeage to enhanceour codewith sophisticatedOGSAtechnques

OGSAVvs.GODsL: Theindividualpro les of a Grid Objectfall shott in resgectto the capailiti es
of specidized tools. For example,WSDLand OGSA provide a far more sophsticaed web service
degription thana senice pro le in a Grid Object. Neverthekss,both mechansm are conceptualy

different: GODsL descibes content and correlatesvarious aspe&ts of a geneic entity into a sinde

hardle. WSDL focusesonthedescrption of anisolatedaspectlik e websenicesdesciption. While it

is possible to stretd the concept of WSDL accommodte otherinformationaswell, WSDL remains
asydemfor senices.

Whenanalyang the advancedGrid scenaios in the introductory chager, we cameto the conclu-
sionthatonly focusing on servigesitself is aninef ci entabbreviatio of thefull problemscope The
isolateddesciption of single aspet of a Grid object (like it's resairce aspet, machinelocation or
senice method) is inadeguateto captue the abstactionprocessthatis necesary for advancedsrid
scerarios In this thesis we have explored the capabilities of suchan encompasingview on entities
onagGrid.
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However, to link up with the future developmentof web services,the standrdized desciption of
web servicein a Grid Objects senice prole is important. The OGSA code basehasbeenevolving
over time and hasnow reached a stagewhereit startsto stablize. For a future migration senice
infragructure, which conformsto the OGSA speg cation, we have to make surethat GODsL senice
descrption is compatble with OGSAbasel serviesdesciption.

With GODsL we have also addiessedthe prodem of chamacteriing legag/ objectson a Grid,
which are not web-senice compiant— andnever will be. Thesepackajespose the majority of Grid
softwareinfragructure today Any application-centic servia infrastrucurewhich intendsto interap-
eratewith legag/ systemsmustcomewith adesciption schanelike GODsLto descibe capaliitie s.
Providing web senice wrappes to the legag/ codeis an option but requresthe modi cation of in-
stalled software It remairsto beseenjf OGSA basedseniceswill dealwith propiietaryapdications
directy or if OGSAenvironmentswill only incorporateweb senice conformal codes. We choseto
include ubigutous legag/ middlewarein its current form without requring addiional service wrap-
pers.

Synergies: The migraton senice ervironmen with its GPStopology is a loosely coupled set of
servies,whoseunderlying senice communicdion is so modular thatit canbe easilyreplaed, e.g.
with a OGSA conformal messaing systen. The OGSAspec cation contributesauthentiationand
securty aspets, which have beenof minor focus in this versionof the senice ervironmert. OGSA
with SOAP, asthe underlying requestprotacol in OGSA, allows for soplisticated secuity arrarge-
mentsin ourervironmert, e.g.multi-level encryptedrequest documems which would allow theseaire
requestrelaying into re walleddomairs. It would beaintriguing project to switchthe compound mi-
gration andspavn servieesto OGSA confarmal communicéion, thereby taking advantagef OGSA
featueslik e secuity featuesandservie factaing. In Section8.4, we discus secuity issueswhich
arespecic to amigration ernvironmert: they resultfrom the altemation betweenexecuion and le
state.



Chapter 6
The RequestHandler

Failure andrespmsepropagationin a distributed senice ervironmentis essatial to ensue faut tol-
erart opeation In orderto experimentwith propayationstratgieswe implemened our own request
sener. In this chaper we preentthe Requestandler architectuie, which is the corealgarithm that
tradks theincoming andoutgoing XML-RPC messaesin all GPSapplicatiors. Therequesthander
is implementedin the CactusCodeframework. It is useal for the various Grid PeerServices, which
areintroducedin chapgers7 and8.

6.1 RequestHandling Requirementsand Strategies:

Therequesthander managesncoming andoutgoing messgesandis amiddlelayer locatedbetween
the HTTP communiationlayerandthe applicationwhich providesor requestsservies. The hander
is the rst thing thatan incoming messagesees after it hasbeenreceved by the HTTP layer. The
sener systen desgn focuseson providing the following properties:

RequestReception Thehardler accefs incoming RPCsandtracks their process. It iderti es
andauthenticatesthe originatorof themessge.

Procedure Calls: Thehander mustexecuetherequestedRPCanddeteminetherestt of such
aRPC.It mustbeableto distinguish betweerfauty andsucessfu calls.

RequestReply: Therequesthardler returrs informaion which wasgeneatedby the remote
procadurecall to the original requestor.

Fault Tolerance The hardler mustbe fault tolerant with respect to interrupted networks or
failing conrectiors whensendng message. It hasto provide proper return valueswhenRPCs
did not suceedandit mustpropayatethis informaton backto therequestor

Therequest handkr providesbast secuity like passverd basedauthenticaion for incoming requests,
but it shodd be notad that secuity hasnot beenthe focus of this work. The data o w throuch
the different layers is shavn in Figure 6.1. The individud layersadd or extract speci ¢ protocol
informationlike TCPRIP, HTTP or the GPServelop.

RequestHandling Strategies: The strataggiesfor handing RPCsby a sener canbe diverse Here
we list two appoaches:

An apgdication recavesremoteprocedurecalls andhandstheincoming messge over the RPC
routineimmediatey. TheRPCroutineis respasiblefor providing thenecesaryfaut tolerance
ensumg the authenticaion and completng the remoteprocedure call. This is a corvincing
apprach,if only a singe remot procadure call is implemened within a senice application
If multiple RPC routines are hidden behind a singe request hander this appoachleads to
unne@ssarycodeduplication. If the RPCroutinesbehind the hardler canbeexcharged,it may
leadto non-uniform reply behavior

57
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Add / Extract
Content

GPS Application

Add./ Extract
Envelope

{
{

Add / Extract {{ HTTP Transport
{l

GPS Request Handler

N W

HTTP

Add / Extract
TCP/IP

Socket Communication

Incoming / Outgoing
Messages

Figure 6.1: The data o w of RPC requestingand receiiing applicatims. The GPSapplicdion at the top
performsthe RPC.Layer speci ¢ information is added or extracted,respectidy, for outgdng andincomirg
messages.

An altermative approachleavesthe RPCsenice routine unburdenel with any request bureau-
crag. Insteadtherequesthardleris respansiblefor ensuing thatamessag is well-formedthat
theclient is authaizedto pose arequestandthattheresut is returredin afaulttolerant manne.
The RPCroutineis called by the hardler. The RPC's feedba&k is returnedto the requesthan-
dler, which propagatest bad to theclient. Therequesthander is in chage of the sucessful
trander of thereply data

We chaosethe latter appraach, becauseit leavesthe senice procedureunburdenal with ary request

managemerandkeestherequesttracking overheadwith therequesthander. It allowsaprogammer
to write very leanRPCroutinesandtake advantagef alrealy existing messagenanagenentin the

request hander. We canreplace,add and remove the RPCroutineswhile relying on the message
transer of therequesthander backbone.

6.2 RequestHandling within the Cactus Code Framework

The reques hander archiectue is implemened within the CactusCode Framavork and uses the
XML-RPC-ept library. xmIrpc-epi waschasenover other implemenations, becuseit separateshe
transprt from the encodng aspe&t andyields avery compat xml-rpc parser. The CactusFramevork
(cf. 3.4)waschose for severalrea®ns:

Architecture Independace Cactusprovidesanarchitectureindependen framework thatallows
easyportability of applications to a variety of platforms. As discussedin the chapte on Grid
charateridics, this is animportantisswe, whena Grid servie is defdoyedin a hetergeneas
ervironmert.

Modularity: The Cactusthorn concept matcheshe reques hardler architecture: The request
hander is realzedthrough aspec c thorn, while the different RPCcapailities canbe moved
into asepaatethoms. A senice executdle is geneatedby combinngtherequesthander thorn
with thedesred RPCthorns.

User and Application Base The Cactis Codeframework is usedby a numberof large-scale
numeri@l projeds. Sincetherequest hardler canalsobe usedby Cactusbase simulations, it

allows usto experimentwith realworld programs,rather thanusing the ubiquitous ray tracing

andprime numberseachesastestapgdications.

Yhttp://xml rpc-epi.sour ceforge.net
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I Request Handler Thorn| I Request Handler Thorn| I Request Handler Thorn|
HTTP Comm. Thorn HTTP Comm. Thorn HTTP Comm. Thorn

Socket Communication Socket Communication Socket Communication

a) b)

|

Request Handler Thorn

XML-RPC Documents

HTTP Comm. Thorn

HTTP Messages

Cactus Code Framework
Cactus Code Framework

Cactus Code Framework

Cactus Code Framework

{

Socket Communication

Figure6.2: Therequeshander is locatedbetweertherequestonmunicationlayerof the CactusHTTP thorn
andthe RPClayer, which providesthe various remoteprocedire calls. The RPCthoms registertheir method
with therequesthandler Any nunberof RPCthorrs canbe attachedo therequeshander.

Theleft diagramin gure 6.2illustrateshow differentthomsareusedto geneatea single execuable
with multiple Grid services: three thorns, which provide le transkr, migration and spavning capa-
bilities are attacled to the request hander thorn. The HTTP Communicéion thorns provides basic
soketcommuncation It recavesincoming messagsanddoeslittle elsethanpasing themonto the
requesthander. Therequest hardler supevisesincoming and outgdng request. The thorns, which
contain the RPCmethod, are located on the top level andregister their method with the hander.
Thesethorns focuspurely on perfaming the RPCservice. Thethree diagramsto theright gure 6.2
demorstratethe e xibility of the thorn coneept: a single execuable for eachof the three service
methals canbe easilygererated

6.3 RequestHandling - Operation Modes

A request which is commuricatedbetwveenarequestoranda provider canbe classi ed in two opela-
tion modes.Whatmodeis chose is usually dependenton the situaion andcanbe setaspart of the
transmittedrequest:

1. Request- ResponseA client requestsaservie andareplyis returredby thesener. Thereply
informaton canbearything from a datébaseentryto anerrar code.

2. Noti catio n: Thesener sendsunsoicited informationto clients. In accodancewith the Peer
to-Peemodel,senerscanactasclients andvice versa A noti cation is donewithout having
received a requestprior to the send E.g.a noti cation modeis chose whenapgications are
pinged to dete@mine their runtime staus. Noti cation modeis alsousedwheninformation is
broadcastel to a range of application without requesting feecback to cut down the protocol
overheal ontherecaving side: anapgdication caninform its peersthat it is abou to shudown.

6.4 RequestEnvelope

A faulttolerant opeiation moderequiresthe backpropagationof return codes Theneessaryaddress
informationhasto be gainal asearlyaspossble. For exampk, if areques hander is notrespnsilde
for extracing the informationon who sert the request, but leavesthe RPCcodein chage of this, it
camot provide feedba&k to aclient if therequestedRPCdoes not exist.
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HTTP Request Wrapper

status

statuscount / statustwait
error_code

e ¢ (] Request Info (local)

<Request Envelope> RPC : [String]
<Source> [XML-GridObject] From: [GridObject]
<Target> [XML-GridObject] To : [GridObject]
<RequestMode> - RequestMode: [ReqgStruct]
<locallD> locallD : [String]
<remotelD> remotelD: [String]

</Request Envelope>

Request Info (remote)

<Request Content> Request Content

</Request Content>

Data structure on the wire Data structure in the Request Handler

Figure 6.3: A request on the wire is expressedasan XML-RPC document,wrapped by HTTP. Therequest
body is further structurednto a RequesEnvelopeandthe ReqestContent Uponarrival, therequesthander
storeghedatain arequestvrapger structue with additioral datalik e stateinformation.

A geneic XML-RPC messagsas distinguished in two parts: the method which contains the
nameof the requestedoperaton andthe data which is as®ciated with that call. Our implemerna-
tion of the request hander demars that the datawhich accom@niesthe RPC can be further di-
vided into the Requst Envelgpe and the Requets Content Thesesub-sectonsin the XML docu-
mentaretagged <Reques tEnve lope >, </Re quest Envelope> and<RequestC onte nt> ,
</R eque stCon tent >.

Thereques ervelope containsall information necesaryto senda messagéo the request origi-
nator Therequest ervelopeprovidesinformation, which allows usto reply to the client in an early
stageof thefull RPCexecuion chain evenif the RPCitsdf failedor if therequestcontentis notwell
formed. Therequest ervelopecontainsinformationon the sourceandtarget of therequest,expresed
asGrid Objeds. In thefoll owing sectonswe descibe ervelopein moredetal:

6.4.1 RequestSource

Thissub-dructurein partof therequesternvelopeanddescibestheobject, which sendithe arequest
or reply to areqguest.In particularly it contains:

Grid Object: descrbesthe originating apgication or servie through a machine pro le and
service prole. The service pro le de nes how to provide possble feedlack (e.g. through
HTTPR, with aspec¢ed port, RPCbinding andmethod).

Authentication Information: astrucurewhich holdspublic keys, passverds,etc. Thecurrent
versim of therequesthardler featuesonly passverd autheaticaton.

6.4.2 RequestTarget

This sub-strucure of the request ervelopedescibesthe appication or senice, which is intendedto
receve andexecue therequest. It corsistsof thefoll owing data

Grid Object: descibestherequestedsenice. The hostinformaton is provided by a machine
pro le, theservice contactis characterzedthrough a senice prole.
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Authentication Information a strudure which containsdatato identfy the provider astrusted
servie.

6.4.3 RequestProperties

Therequestpropeaty structurecaptuestheinformation which is neeakdto processtherequestin the
requesthander. We brie y discussits content.

RequestiD: TherequestID ident es arequestdocument,whichcommuricatedbetwea two peers
For thedurationof asingle messagexcharge,the participans canbe categyorizedin souceandtarget
peeas-indepenantlywhetherthey actasservice clientsor providers.Eachpeersassigrs antherequest
messgeanindividual ID:

Source ID: ThisID is assgnedby the serding applicationor service. It is usedto distinguish
multiple requests.A SourcelD is mandatoy.

TargetID: ThisID is assigred by the recaving peer At the beginning of a messagexchange
thetarget ID is not set. Thetarget ID is assignedby the recaver assoonastherequestarrives
in the hander.

Reply Modes: Thereply modede nes at what stage during the execution of a reply, feedackis
sert to theclient. Possiblereply modesare:

Reply onreceive: A reply is geneatedassoonastherequestis receivedandpooled.

Reply on method start: A reply is geneatedwhenthe execuion of the remoteprocedurecall
is initiated.

Reply on method end: A reply is gengatedwhenthe execuion of the remoteprocedue is
nished.

Reply result A reply is gereratedwhich containsthe resultof the RPC.If the RPCdoesnot
provide anerror code,the succes or failure of the RPCexecttion is trangnitted.

Reply never: No replyis generted.Thisis thedefault mode.

Two-PhaseRequests: The reply-on-receive modeallows for two-phaserequestsof web services.
Imagine aclient requestirg ansenice, which hewantsto cancé or paug during execufon. Theclient
neals to recave a handk to the web servie opetion before the copy procedure stats. Reply on
recave canperfom exadly thistask

6.5 RequestContent

While the envelope sectio is standadized with respgect to the informaton on the sendirg andre-
ceiving application, the requestcontent is interpretedby the actud RPCmethal only. Its formatis
deteminedby theremoteprocedurecall. Therequestcontentstrucurein theXML messagés a<Re-
quest Cont ent> ,</Re questCont ent> tag.Therequesthanderextracisthis substrucureand
passesit onto theremoteprocedurecall.
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6.6 RequestHandling States

In this sectim, we introduce the concept of a reques communiation channe to abbreviaterequest
overheal in repeded massag exchargeshetwea peers. We continuewith a detadled discussionof
the request statediagran for incoming (Sec.6.6.2)am outgoing requests(Sec.6.6.3) and request
expiration (Sec.6.6.4).

6.6.1 RequestCommunication Channels

The completon of a certaintaskthrough a web service may not necessarily be achiewved by a single
“requestandreply’ pair. Multiple pairs may be exchangedbefore a desred resut is reache. A
simpleexampleis therequest for feedtack asillustratedin Figure6.4, wherepeer send arequest
to peer andexpedsinformationback retumstheinformationandrequestsfeedbak from on
thesucessfui delivery of thedata

From the techrical point of view, sucha task can be accanplished by mary indepenent re-
questreply pairs But it can be effective to de ne a request communic#ion chamel, which stays
openuntil thetaskis complded. The chamel cantransmrt multiple “requestreply” pairswhich are
excharged betwea trusted pees until a resut is reacled. Sucha chanrel allows for a single ini-
tial authentication opeiationfollowedby acceleatedrequestopemtionwithout furtherauthenticaton.
Thisappoachis e.g.usal in Sun's JXTA projed [46]. Thetwo communi@tionendmintsin arequest
chanrel arenottiedto aspecic hardware,likein a TCHIP network conrection. Instead,thechamel
endpoants areidenti ed with peers Thisway areques$ chamelscanaccanpary amigrating pees, as
long asthey maintaintheiridertity. In this versian of therequesthardler, weimplementedtherequest
chanrelsto manag multiple request exchargesbetwea peers.We have not followed up ontheidea
to redwcethe authentication overheal for high-frequency messge exchanges.

A reguest-rely chanrel is well de ned if both, targetandsoure ID arepresentin amessag. A
missingtarget ID initi atesa new chamel, a missirg sourceID is treatdasanerrar andis propagated
back.Multiple request chamelscanbe openbetweenwo pees. Eachonedescibesasingle,individ-
ual exchange,which may consgst of oneor moremessags. A chanrel canbe closel by a partidpant
or by atimeout if areply is notrecavedwithin agiveninterval.

6.6.2 Incoming RPC Messages

An incoming RPCmessagg can originate from a client reques or arrive asa reply to a previously
madeRPC.In the rst casethemessageontainsnotamget ID from previousexchargesandnorequest
chanrelis open.Therecaver lls theemptytarget ID andopensarequestchamel. In thesecaod case,
thereceiwer extractsthetamget ID, which he hasassigiedin earlier communicéion exchanges Here,
achamelis already existing andthe pair of sourcelD andtamet ID identify the chamel. Openirg a
chanrel requresthe creding of chanrel structure This strudure contans informationon the request
andits state. The stae diagram of arequest is shovn in Figure 6.5. The chanrel strudure is added
to the requestpool, which tracksthe different requestchamels. The specic operatons, which are
carried out by therequesthardler for incoming messageare:

1. Receving of the serialzed XML-RPC data,which is pas&d through from the HTTP commu-
nicaton layer.

2. Checkirg the XML-RPC codefor errorsanddeseralizing it.

3. Extracting the ervelopestructure, which containsinformation on the sende andthe recever.
An errorched onthe complketenes of the ervelopedatais performed.
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Figure6.4: Theexchangeof multiple “request-reply”pairsis implemerntedthrough a ReqestCommuniction
Channe) which staysopenuntil the chanmel timesoutor is closedby a participan. Thechannekend-mintsare
associateavith peersnotwith anetwork connetion like TCP/IR Channekndpointscan“migrate”.
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4. Autherticating theclient. Thisis currently done through usename/pasword matching.

5. Openirg arequestchannel, if the reques contans no tamget ID from previousexchanges This
operdion congstsof creatng a chanrel structureandadding this datato the request pool.

6. Idenifying therequestchamel, if therequestspeces atamget ID andupdat the information
in thechamel strucure. If no chanrel is found reply with anerror.

Incoming MessageStates: Theincoming requestpasesthrough several staesbeforeit settlesin
oneof the nal staesREQJESTDONEor REQJESTFAIL ED. An incoming messge, which holds
atamget ID andwhich hasbeen addel to the requestpool, recevestheinitial stae REQEST OPH\.
If therequesthander comesacros this stateasit traverseshe pod, the pending requestis switched
to REQEST_MEHODOPHN. The hander attemptsto executethe local RPC.If the hander failed
to malke the call technically, e.g. if the methodis not existing, the request is declaed a failure:
REQESTMETHODFAIL ED.

If thehander wasableto make the call andrecevesareturnvalueothea thanNULL, therequest
is setto the stateREQEST.METHODDONE. A NULL reply is interpretedas methodfailure. The
existerce of areturn valueis not a statemenon the succesof the actud RPC.In this respetacom-
pletedmethoddoesnotimply asucessfuloperdion. It only meanghatthe methal wascompldedin
acortrolled way. Informationon the sucessor error of theactud RPCmustbe providedin thereply
value.If noreply isrequred,therequestreactesit nal stateREQEST DONEBrREQESTFAILE D
depenling on the outcane of the methodcall.

If the userhasrequestedfeedoack on the resultof the RPCby setting the reply mode,a reply
is gererated If the RPChasretumedan XML value, this valueis usedasthe content of respase.
If no messag wasreturred by the RPCa stardardzed messag is usedto build the content of an
error messag. The new tamet is the sencer of the original requestandthe previously “in coming”
request now becanesan “outgoing”’ request. For the reply, the hander is using the communi@tion
method whichwaspreviouslyde nedin theincoming request. We arecurrently expetimentingwith a
primitive le communcationto circumvent re wall prodemson somemachine: therequest conent
is writtento le andtranskrredto the sencer's machire. The sencer checls for the existenceof the

le, reads it andprocessest like anomal RPC,which wasreceved through socket communtation
It is a simple demongration of how differenttrangort methals canbe used within a singlerequest
chanrel.

RepeatedRPC Execution: In the case thata stage of the RPCexecuion fails, the reques hander
hasseverd possbiliti esto hardle sucha failure. An unswcces$ul sendopeationis repeded several
times, until the sendprocesssucceds or the allowed numbe of retrids is exceead. Eachof the
openstateshasavariable, which de nesthe maximumnumbe of timesthatthe statecanbe assigred
to the samerequest. A statuscounter tracksthe numbe of unswccesstll send. If the request hasno
moreresands available, it is setto REQFAIL ED, othewiseit is requaiedwith REQSEND. OPE\.

A new resem attemp is madeafter a wait period. With the samemotivation asin TCP/IPwe use
exporentid back-of to circumventproblemsof tempaarily deadnetworks or stalled applicatiors. If
a client is requesting an unknown RPC method it doesnot help to repeagdly call to this method
However, therearecaseswhererepeded executian canhelp:

Storagespacewhich lls up during acopy operation, but is freedover thetimescaé of hours.

A senice whichis busyanddoes not recevve incoming soket commurication atthe moment.
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A failing network conrection which is reesthlished within aforeseeabé time.

In gereral, treating failureswith repeded execuion makesonly senseif the problemthatleadsto a
failureis of temporay natue. At this point, we have no meanso predict the usetulnes of repeated

RPCexecutons.
b '
Y
(REQ_METHOD_OPEN|
(REQ_METHOD_BUSY
e S
(REQ_SEND_LOCKED (REQ_METHOD_DONE (REQ_METHOD_FAILED)
REQ_SEND_DONE
¥
(REQ_FEEDBACK_OPEN
(REQ_FEEDBACK_FAILED Y ¢ Y
REQ_DONE] | (REQ_FAILED
[ Initial States ] [ Final States j [Communication States] [ Method States ]

Figure6.5: The statediagramfor the request handler Requestanenterthe processcycle asoutgdng mes-
sagewith stateREQUE$_SENDOPENbr asanincomning requestwith REQUES OPENFinal statesareRE-
QUESTDONEandREQUESTFAILED.

6.6.3 Outgoing RPC Messages

An outgoing messag is generntedeitha by a service requestor by a reply to a previously received
RPC. If arequestis sentout for the rst time, the hander opers a new request chanrel. If arequest
replyis sentout, achanrel wasalready compldedwith theincoming reques. For outgoing messags,
the hander hasto do thefoll owing tasks:

1. Thehandkrreceivestheinstructionto senda RPCrequestfrom a applicationor service.

2. The hander recavesa reply value from a RPCfunction andretums this datato the original
client

3. In bothcasethehandkr startsor updatesthechamel structure,whichis usal to trackthestaus
of the outgoing request.

4. Thehandkr send therequestto desred servie host.

5. Thehandkr supevisesrepeatdsend in the caseof failure.

’Repliesarealsorequests
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Outgoing Message States: As shown in Figure6.5,a messag which is to be sentout by the han-
dlerenterstherequestpod with theinitial stateREQJEST SENDOPENIindicating thatthe message
is complkteandcanbe send The request hardler which traversesthe requestquete markssuchan
entry asREQUBT_SENDLOMKEDand attemptto sendit. If the hander coud bind to the remote
peerandthe sendwassuccasful, the sendrequestis marked asREQEST SEND DONE. If thesend
operdion failed, the requestis setto REQUEBT SENDFAI LED andthe error counter is increased.
If the error counter hasnot exceeakd the error limit for this stae, the requestis requeuedas RE-
QUET_SENDOPENwith atimeou, which avoidsanimmediatereseml. Thetimeoutpolicy cane.g.
follow the exporential backoff found in the TCP/IPprotacol. If the errar limit is exceeaded,there-
questis marked asfailedandno further attemptsaremadeto deliverthemessge. A notedpreviously,
the schemes sendprocedureis nottied to HTTP base&l communi@tion RPCtranskrthrough les is
acrudeway to circumventrestictive re wall policies(seesectbn. 6.6.2).

If amessagés sentandareply is expeced,therequestis marked asREQUJESTFEEDBACK OPEN
uponsuccesful delivery. This indicatesthataretum messgeis expectedandthe requestchamel is
kept open. Therequeststays in this stateuntil a messag arrivesin this chamel or until the reply
wait time expires. In rst case,the reply is usedto updded the request pod entry: the stateis
switchedto REQUESTOPENthe RPCmethal thatdeds with thedatareply is called andanew RPC
cycle is enteral. If the feedbackstateis not resdvedin time by anincoming reply, it is marked as
REQEST.FEEBACKFAIL EDand nally entasthe REQESTFAILE D state which closes this
chanrel. Whenareply arrivesto late andthe reques chamel is alrealy closel, an error messagés
returred, providedthatthe souceis expecing feedlack.

Error handling: Wetreaterrar messgesarehanded like nomrmal outgang messages. If no spedal
RPCis known for the target of the error messag, a default RPC methodis assumed. This default
request only acknowledgeshe arrival of a messag and setsthe stateto REQEST DONE but does
not provide ary RPCoperdion. The requesthander attemptsto deliver the error messageglike a
normalrequestuntil all sucessor trials exceead thelimit. Error messag transnissiors never solicit a
reply from thetarget to avoid avalanchesof reply message. If arequesttransmission suaceede and
feedlackis expected(REQUBT_FEEBACKOPEN, we do notresend the request if this statetimes
out. Thereis usualy sometling sericusly wrongif the receiving sidegetstherequestbut is not even
ableto retum anerrorcode In suc acas, we leave it to the program layer (e.g.the applcation) to
initiate anaher requestattemptor try out andher senice. Therequest hardler itself hasnot enowgh
informaiton to draw suchconsguenes.

6.6.4 RequestExpiration

The stateREQEST DONE or REQUESTFAILE Dis the nal statefor all requests.If sucha stateis
reachel, therequest chamelis closed andtherequestsareno longer actively puraued. Therequestis
notimmediaely deleged from the request pool, but keptin a passive modefor a certan time period
After thistime, therequestis delekd.

Request with a nal statecanrot be deleded immediatly for the following reasm: an attacted
application may wantto nd out abou the requestwhich it hassubmited to the request pool. It
canmonitar the stateof the local requestwith the requestident er that is receined. If the request
is removed from the queueimmediatly, the apgication may not be ableto perform sucha query
For this reasm, therequest is left in the datalasein a passve mode: it canbe looked up but canrot
be modi ed. After a certan period (REQDONEWAITTIME and REQFAI LED.WAITTIME), the
nalized requestsarepurgedfrom the pool.
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char Wxml_NewRequestXML (GridObject to,
XMLRPCVALUE xmlcontent ,
int replymode,
char method_name,
char method_name_fb);

/ Example: sending a ping request /
regkey = Wxml_NewRequestXML (ping_client , xcontent ,

REPMODE RESULT,

"ping” , "ping_ok”);
Listing 6.1: WxmLNewRequest andWxml_NewRequest XMLaretwo routines, which requesta service.
Both routines specifythe remoteserviceandthe local procedire, which handlesareply. The usercanprovide
Grid Objectsor an XML document(shavn abose) asanargunentto therequest.
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6.7 RequestHandler Design

A regwestchamel containsinformationon the two partcipants andthe propeties and statts of the
request. The requestis storedin a requestwrapperandaddedto a Requesfool. This pool stores
all requestswith their different states. It is the requesthander's respmsibility to traversethe pool
and treatthe requests depanding on their statts. A requestis addedto the pool if a newv chanrel
is initialized; they areremoved from the pod if a chanrel is closedor if the chamel experienced a
time-out.

Working andpruning therequestpod is execuedin regularintervals.Adding requeststo the pool
is eventtriggered,eithe by receving a messagdérom the HTTP trangort layer or by a sendrequest
by the applicationcode.

6.7.1 RequestHandler API

Therequesthander providesasimple API for thornsto poseareques. In Listing 6.1, the prototypes
for thetwo C routinesWxmLNewRauest andWxrh _NewRequestXM L areshown,which crede

areguestand hard it over to the requestpod. Both routines speeify the reques tamget through a
Grid Object and the reply mode through an integer value. The also pas along the nameof the
remoteprocedirecall whichis executal remotelyandRPCwhich s execuedlocally to processretun
information Thetwo routinesdiffer in the content format, whichis a Grid Object(conte nt ) in the
rst caseandanarbitrary XML strucure (xmlco ntent ) in thelatter. Grid Objeds canbe usedin

anumbe of situation, for all othercaseghe custan XML structureis offered Both routinesretun a
string valug which iderti es therequesin thepod. It canbe usedto monitor the status of thelocal
request. The example shaws the call to make a ping requestto an apgication, descibed by the Grid
Objecs pin gcli ent . Theclient processeshe ping RPCandreplies with a RPCrequestthatis

processedy the ping _ok RPC Listing 6.2 shaws the program, which sendsthe ping reply to the
requesting application

6.7.2 Example RPCroutines

A RPCis registeredwith therequesthander by storing thefunction pointe andassaiatethatpointer
with the RPCmethodname. An incoming reques$ speé es the messge nameandthe function can
be execuedwith the appropriate agument. In listing 6.2 we illustratea RPCroutine: the ping-RPC
rst extrads therequestcontent, marked <Request Cont ent> , </Req uest Cont ent> . It then
looks for a string value which is marked <pke y>, </p key>. The ping client returrs this valueto
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XMLRPCVALUE rpc_ping (XMLRPC_SERVER server ,
XMLRPC_REQUEST xreq,
void twrap)

xcontent = XMLRPC_VectorGetValueWithlD ( xdata , " RequestContent” ))
xVal = XMLRPC_VectorGetValueWithID (xcontent , " pkey”);
key = XMLRPC_GetValueString (xVal);
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if (!key) return (NULL);
else return (Wxml_RetString (0,key));
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Listing 6.2: ping : aRPCroutinewhich repliesto ping requests. Theroutinerecevesxml messageextracts
thecontert returrs the value the key-valuepair.

the request hardler (retur n (Wxm _Ret Strin  g(0, key) )). The hander propajatesthe data
backto the apdication thatrequestedthe ping RPC.

6.8 Future Work

The request pod appoachwas chosa to permit better sener perfarmancelater by threaling the
work on the requestpool. The current request hander runsunthreacd andexperienceshe expeded
performancerestriction under heavyload. In a future implementatia, multiple threads operate on
therequest pod, yielding a higherthroughputof RPC.Switchingto a professioral sener framevork
shoul evenwally be corsiderel. Note we gaina grea dealof e xibility by running the servicesin
userspacewhich mustbegivenup if Websener basedequestframenorksareused

This Reques Handleris intended to be usedasa work benchto experimentwith different error
handing straegies. We found thatrepeatedsendsareessetial in anapgication ervironment where
unthreadedcodes simply refuseto accep RPCreplies while they arebusy crunching numbes. The
ability to retrieve information on the various stagesin a RPC executiin requrestoo muchlogical
overheal to be of use.While it alwayseasyto instrumentandtime differentphagswe found it alot
morechdlenging to derive prope congequertesof a deteced behavior. It is easyto deerminethata
request hasfailed or takesconsicerabk time. It is currerily impossible to saywhy it is behavingthis
way andto derive alterratives.

Editing SewiceOperations: Thecurrert requeshanderdoesnot provide anRPCinterrupt sysem
to modify senice opemtiorsin progress.Thisfeatureis essetial to cancé e.g. le trander opeations.
To allow clientsto edit ongoing senice execuion, the sener returrs aniderti er to the client before
the process stats. The “Reply on methodstart” mode of the request hardler (seeSec.6.4.3) can
direcly support “two phasecommits”by returning therequestID. Theclient usesheD to terminag,
pauseor resune a service process. We regard this asan important feature for web serviees which
perform long-termopeations.



Chapter 7

AIS and Fundamental Grid Peer Services

This chager introducesthe Application Information Service(AlS) anda migration senice erviron-
mentbasedon the “Grid PeersServicé€ concet asde ned in Section4.4. It is based on our andysis
of Grid environments (Chapte 2) andmotivated by the developmentof afault tolerantsenice infras-
tructure (Chaper 4). As shownin Figure 1.1 on page2, high-level sewvicesarebuilt incrementaly
from theundelying Grid infrastructure andfrom fundamentalservices TheAlS providesinformation
senice capalilitie sto all levels. Client applicatiors communcatewith the servicesandAlS diredly.
In this chager we statt with the introducion of the AIS andfundamentalservices,followed by the
description of complex high-level senicesin Chaper 8. The servicesareimplementedasthornsin
the CactusCodeframenork thatopeatewith therequest hander introducedin the previous chaper.

GPSEnvironment. We make no spedal assunptiononthe compuer hardvarewhich suppats the
GPSapplicatiors. In particular, we do not restict ourselvesto homogaeoussetsof machiresand
we malke no requrementson the qudity of the network, except thatit is usalde from time to time. If

possible,we reuse existing Grid infrastrudure, like Globus or batch sysem. We have no requrement
on the Globus version, however at the time the experimerts were conducted Globus v1.4 was most
the widely deployed version'. The GPSapgicationsareexecutal in userspae, they arenot hidden
behind aweb sener like Apacheor Web Sphere They do not communi@tethroughthe HTTP port
80, but in the pubic port range ustally found abose 2000 Port numbes are not pre-de ned and
canbeadapedto thelocal ervironment The usemodeapproachwaschosnto experiment with the
autamaticrestat of service appicationsin the caseof failure.

In this chaper we take adetaled look at thefoll owing senices:

Application Information Sewver (AIS): The AlS actsasaninformationdireciory for the GPS
andis a cental partasin ary distributed client/sener ervironmert. The AIS differs from the
otherpeerserviesin thesensedhatit senesasthecentmal registry for appications,senicesand
les. Applicationcanregisterandderegistersenices, les, machiresetc.through Grid Objects
Applications canquey the AIS for the existerce, type, and statusof compounl objeds like
resouce, les, etc.

Grid Ping Sewice: A simple servie constuct which is inspred by the ping [74] command
foundon mostUNIX sysems.TheUNIX ping allowsa userto checkthe availability of a hard-
wareandderive somebasc informaton on the quality of the network interconned. Grid Ping
is aweb service thatintendsto provide a similar functionality for appications. Applications,
whichfeaturethe GPSclient interface,canbepingedto che if theprogramis up andrunning.

Grid File Sewver (GFS): TheGrid File Senerprovidesbasic le managmentoperdionsonthe
Grid. Its senicesallow to copy, delege andmove directories and les from onehog to anoher.
The Grid File Sener interfaceswith transker methals like secue copy(sco or GSl-scp The
GFScanaswell accanmodateadvanced le transportdion mechaism, suchasgridftp [3] or
secue ftp (sftp).

Thelatestreleasds Globusv2.2, Globusv2.0is consideredstable.

69
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Grid Shell Server (GSS) The GSSexecues command on a remotemachire. Similar to

the GFS it hasknowledgeabaut acces protacols, like rshy ssh GSI-ssh The GSShasthe
specal task to start or submit programson remotehosts Besides executian through remote
shells, Globus basel submision methalsthrough GRAM[49] (using the globusruncommand)
in conunction with RSL scripts canbe used,if they aresuppated on thetarget system.

Grid Resource Sewice (GRS): This senice providesinformationon compue resoucesand
senesasaninterfaceto thedifferent resouceselecion systensalrealy developed. Information
canbesuppled manuallythrough parameterles or resouceinformationcanbeextractedfrom
MDS datdbaseq25]. The GRS providesan APl to matchresoucesthrough ClassAds [22].

Section5.9.6descibes,how Grid Objectsareusedto relate thedifferent de nitio n of resouces.

7.1 Application Information Server

TheApplication InformationSener (AlS) senesastheregistrationcompaentin thetriad of senice

requestor, provider andregistration. It is condructed asa web service, which canbe contaded by

applications to quey the datalaseor deposit objed information. The AlS featuresa simplegraghical

userinterface, which allows a userto monitor the stak of objecs in the datdase. The AIS (unless
it operdesasa personal AlS explained below) is desgnedto be contaded primaiily by applications.
The AlIS canactiely track servieesby using the Grid Ping. In Figure 7.1 we demorstratethe web
browserinterfaceto the AIS: the tableshowstwo senice apgdications,which have registeredwith the
AlS. Thetop applicationis running onori gin. aei.m pg.d e andprovidescopy, shel, migration

andspawn services. The secand applicationrunson mat.r uk.c uni.c z andis ascieti ¢ simu-

lation. Both appications are storedasGrid Objects. The simuldion canbe actively traded, sinceit

registersa Grid Pingclient interface. Thesimulation annaunces different acces method to introspect
numeri@l data Isosurfacestreaming, raw dataandthe appication's own web page The AIS plots
the currentlocaton of (migrating) applcationsin a map,shovn atthe bottom. The AIS cantrigger a
migration or checlpointeventremotely if the client suppats theapprgriateRPCinterface(not listed
in thetable). Thepassverd authrenticaion for suchsigmaling is shownin the right mostcolumn.

7.1.1 Primary AIS

In adistributed senice ervironmert atleastonecential, primaryregistry mustexists, whichresemites
theroot of astructured informationsener hierachy. Weiillustratesuchahierarchyin Figure7.2. This
senermustbeknownto all clients. All otherservias,includingaddtional AlIS canbederiveddiredly
or indirectly from this primaryregistry. Theprimary AlS is notneessaty asupesetof all registaed
serviesbut senesasthe rst contactpointfor aclient.

Having asinge instanceof aprimary AlIS posesasinge point of failure. This problemis intrinsic
to the topology in peernetworks. It canbe circumventedby deploying redundantprimary AlS with
the samecontent and making theseAlS known to the clients. A client learrs abaut the redundant
AIS by requestirg thisinformationthroudh ais _sear ch. The AlS mayalsosendunsdicited update
informaion to registered client applicatiors. Multiple instancesof the AIS mustmaintan a synchro-
nizeddatabasecontent. If synctronization canbe preseved, a client may communi@tewith ary of
the AIS. In reality, datdbasecontent is not propagatedastenoigh to be in synclronization While
missingAlS entiescanstill beretrievedby a client from the otherAlS, it becanesa severeproblem
for aclient to distinguishbetweenstaleandvalid data.

Deploying different typesof AIS besdesthe primary AIS canimprove the perfoomanceof AIS
communicaéion. ThevariousAlS typesmayregister only certan aspets: someAlS canbededcated
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Figure7.1: TheApplication InformationSener (AlS) is adatabas&hich storesnformationonservices,les
or resouces. Thebrowserinterfaceof the AlS shaws several servicesanda usersimulation. Theright column
shavs themanual contrds for checlpointandmigrationsignaling.
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Figure7.2: Informationregistriescanbeoperatedn ahierarclical structuretheprimary AlS is therootsener,
which containsinformationon otherAlS services.The various AlIS may have different conter, like selected
GPSinformation (left), informationon all serviceqcentej or referemwesto persoml informationseners only
(right).

to sene fundamentalsenicesonly, otheis monitor high-evel senices,stare le informationor track
personal AIS All datais stored asGrid Objects.

7.1.2 PersonalAlS

The personal AIS (pAIS) senes as a private information sener to usersandre ects the scienti ¢
content of applicatiors. For migrating applicatiors, resarches canna directly determire, where
their applcation is executing or whereit will relocateto next. A pAIS is usedto inform the userof
the current stae of his simulaion. The pAIS shovs andvisualizes data,which hasbeentransmited
by aclient application Seethe genane analysisapplicationfor a demorstratian of this capability in
Section9.3.

7.1.3 AIS interface

AIS interface methals are remoteprocedure calls, which can deposit and retrieve Grid Objecs or
setthe stae of anentry. Table7.1 lists all RPCs that are supprted by the AlS. An object is added
to the datalasethroughthe ais _announce methodwith anGrid Objectasamgument. The method
is unaware of the Grid Object's content. The AIS can actively tradk the statusby pinging those
applications which have annaunceda ping client methodto the AIS (seeSection7.2.1). Active status
tracking allows the AIS to dete¢ hangng programsor deadnetwvork comectians, which rencer a
remoteserviceusekss:lt e.g.permitsthe AlS to verify the availability of aGrid Objed ( re walled?)
by pinging it befare publishingtheinformation

A Grid Objectcan be setactive/inective with the ais _set stat us method independetly of
whetherthe object descibesa le, asenice,aresouceor collection of those An migrating applica-
tion e.g.dechresits statis inactive prior to migration andresetst to active afterrecoveringon anewv
host. Machine entiies canbeinactivatedasthey areshudown or losenetwork conrectiity; resouce
entries which deseibe queueproperties can be inactivatedwhenthe queue areturned off. Simple
key-value pairs canbe addedandretrievedto the databaethroughthe ais _inf o, ais _get info
method.An examplefor akey-valueentryis the currert iteraion of anapplication

Theinterfacemethod (Table 7.1) satisk the requrementsof the migration andspavn scerario.
Otherscerariosmayrequire addiional datdbasemethods.
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AIS methal Arguments Description

ais _announc e Grid Object Registrationof a Grid Objectwith the AIS
database.

als _update Grid Obiject Updatirg of a Grid Objectin the AIS
database.

als _destroy Grid Object Remaove the Grid Objectin the AlIS
database.

ais _setstat e Grid Object integer Setthegpphgatmtoad!fferentstgte(e.g.
declarenactive,inoperdional, active).

ais _info key, info string Deposnmgmformauonby simple
key/valuepairs.
Apperd informationstringto a le and

ais .info2fi le info string, MIME Type annaincethe le with thespeci ed sufx
andMIME Type.
Returnghe numter of Grid Objects,

ais _search in: Grid Object court which matchtheinformationof input

B out: Grid Objects argument.E.g.usedto searctfor a
speci ¢ servicetype
. in: ID : . .
ais _get out: Grid Obijects Returnshespeci ed Grid Objects.
in" ID Returnghestatusof anAlS entry This
ais _getstat e . methodis e.g.usedto verify theactity of
out: state : .
servicesor validate le pro les.
. . in: ID . .
ais _getinfo out: key-vaue Returnsa speci ed key-valuepairs.

Table7.1: ApplicationInformationSener: webserviceinterface to depositandretrieve Grid Objects.
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Pingmethal | Arguments | Description ‘
in in: ID Clientinterface:recevesaping-ID and
ping out: ID returnsthetransmittedD.
Senerinterfaceswhichrecevesthe
ping _ok in: ID returnel pingrequest, timesandevaluates

thepingrespoise.
Senerinterface,whichrecevesthe
ping _rec in: Grid Object applicatiors to ping asaresultsof a
ais _search requestotheAlS.

Table7.2: Grid Ping: Web Servicelnterface.

7.1.4 RelatedInformation Directories

Information senicesexist in ary distributed ervironmens. We have discussedseveral solutions in

Chapter3, like Globus MDS, UDDI andWSDL. ThedataGrid communiy is using le replica man-

agerin their distributed le ervironmen to monitor the data les (and its copies) of high-enegy

physics experiments.Our AlS differsfrom the descibed sydemin therespectthatit primairily stores
Grid Object asa “neutral” format, but with arbitrary content. It is not intendedto store anisolated
aspet, like servicesor resaurces The AlS actslike a datawaretouseandallows senices, applica-
tionsandusersto deposit andretrieve information. Theinformaion formatis de ned (Grid Objects,

while the contentof those objeds s arbitrary andonly relevantto the clients.

7.2 Grid Ping Sewice

TheGrid PingServiceaddsa“heart-bed” client to anapplcation, whichis similar to theping program
foundonmostUNIX sysems.TheGrid PingServices providesasimilar functiondity to applicatiors.
A Grid Ping Sener sendsa ping request to anapgication, which hasthe Pingclient service enalded.
The client replies with a returnrequestindicating that it hasreceived the messag. The Grid Ping
Sener useshis informationto detemine whethe anappication or anoherserviceis availablein the
sensdhat it is running andis reactableby network. Currertly it canrot distinguish betwea afailing
machine network or apgdication. A future version distinguishesappication errors from a machine
or network failuresby proper interpretaion of soclet errar codes. Note thatusing the UNIX ping is
problematicsincel CMP pacletsarefrequently Itered.

7.2.1 Ping Interface

Ping client and sener provide anindividual RPC, listed in Table 7.2. The sener send a ping re-
questto aclient interfaceandthe client RPCreturnsarepy. (The exampleRPCcodewasshavn in
Section6.7.2).

7.2.2 Application Monitoring and Firewall Detection

The Application Information Sener canbe setup to usePing Services in orde determire whether
the registered servies and apdications can be contactedand are open to RPCcalls. The tempaal
communicéion gragh 7.3showsthis opeationmode:A clientregistesits ping interfacewith the AlIS
(ais _announce) . ThePingSenerqueies(ais _sear ch) the AlS for thes ping clientinterfaces
and startsto ping the applicatiors (pin g). The Ping Sener informs the AIS abou an active state
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on suc@ssor aninoperational state for multiple ping failures. (ais _sets tate ). The AIS updaes
its datataseaccordngly. The ping sener canbe usal in various con gurations, e.g.as part of the
autanaticrecovery shownin Section9.4.4. In the spirit of PeerTo-Pee, the ping sener canalsobe
usal by apgicationsto checkfor the availability of any other serviee, like anAlS.

__ais_announce | Announcing Ping Client

Database Update|
I default_ok

4/@%
}Requesting / Recv.
W’ Ping Client

ping
I
< pingok |

Ping Process { Ping Recv./Reply

.
Database Update als setstate
pir [¢]

\» "
Ping Recv./Reply

ping__Ok

ais_setstate
Database Update|l&———— |

AIS Ping Server Ping Client

Figure 7.3: The Grid Ping Servicedetermins the accessibilityof an applicationor serviceinstance. An
applicationmay becane unaccessibléhrough machne or softwarefailure or throuch network prodems. The
AIS utilizesthe ping senerto actively trackthe statusof serviceor userapplications.

Firewal Detection: ThePingSenercanbeusedto checkfor theexistenceof re wallsandscanfor
open ports. For a re walledappication it is noteay to detectwhetherportsareaccessibleby outsde
apdications. An applicationcandetect this by acting asa Ping Sever andsendng ping requeststo
apersbtentclient, e.g.aprimary AlS. If the AIS' repies fail to getback,the appication canassume
thatit is re walled andtake appr@riate measues: it caninform the AIS that active tracking won't
work but thattheit will updateitself to the AIS morefrequently to signd actuity.

7.3 Grid File Server

TheGrid File Sener (GFS)offersfundamentalle managmentik e copy, move anddelek operdions
ona le, acollectionof les or direcories The GFSdoesnot provide thes operatiorsitsdf, but uses
the existing infrastrudure (as shownin Figure 1.1, on pageZ2). In Figure 7.4 we shav the process
of retrieving a GFSfrom the AIS andrequestinga le copy opeation Theargumentsof the service
requestsare Grid File Objecs, which specify e.g.the soure andtarget les for copy opemtions, or
thetarget les for deletions. The GFSretrievesinformationabaut the suppatedaccessmethalsfrom
the AlS.

7.3.1 GFSInterface

Table 7.3 lists the opefations which are usedby a migration and spavn service. Argumentsto the
GFSinterfaceareGrid Objects.TheGFSmeasuesthe le trander ratesfor copy operdgionsasshown
in Figure 7.5. We intend to malke this datapart of the selection processfor machires: in future we
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ais_announce Announcing Copy Server

Database Update d

%

/ais_se/arch/ Requesting Copy Server
«—
Database Retrieval
I client rec

T Receiving Copy Server
gfs_copyfile Requesting Copy Op.
ais_get Requesting Access

2598 —— 1 ntormation
\QEJGC\>
Receiv. Information

Copy Process

Database Retrieval

%
AIS Grid File Server Client

Figure7.4: TheGrid File Sener (GFS)providesvarious le man@emenimethod to clients. After registerirg
with anAlS, aclientapplicationrequeststhe File Sener from the AIS. Theclient sendsa copy request to the
GFS.If theGFSis notableto determire theaccessnethod for sourceandtarget le, it queriesheAlS for this
information. Thereturnvalueof a le opemrtionis sentbackto theclientasa defaut reply.

GFSmethal Arguments Description
in: Souce GFO, Target GFO
out: error coce

in: Souce GFO, Target GFO
out: error cock

ofs _delfile in: Grid File Object le, directay deleteoperatin
gfs rec

gfs _copyfile le, directay copy opegtion

gfs _movefile le, directay move operdion

in: Grid File Object receving AlS data

Table7.3: Grid File Sener. Web Servicelnterface

wantto ignore hogs with inferior network that canrot be supgied with data les in an accepable
time.

7.3.2 Supported Infrastructu re

The GFSitself doesnot copy les, but usesthe techniquesthat are available on the souice or target
machine Soure andtamget machine do not needto suppat the sametransfer method, sincecopy
operdions are carriedout in a two-way process. The information on the methals is either part of
the copy aguments(service pro le in aGrid Objectg or is retrievedfrom an AIS. Grid File Services
suppat copy andmove method with the syniax for remotecopy (rcp), secue copy(scp, secue le
transker protocol (sftp) andGlobus Secue Infrastructure-copy (GSI-scp. Deleteoperdionsarebased
onshel acces which usesremoteshell(rsh), secureshdl (ssh)andGSlI-ssh.

Authentication: Dependng ontheshel and le operdion, auttenticationis achievedthrough pub-
lic/private key authenticaion for ssh/gp. For Globus basel access a Globus proxy is used We
introducedthe Globus Securitylnfrastrud¢urein Section3.1.1.
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Figure7.5: The Grid File Sener measuresransferrates.In a future we wantto male this bardwidth dataa
partof theresourceselectiornprocess.

Future Infrastr ucture: GridFTP is a high-performance secue, reliable datatransfer protocol
optimizedfor high-bandwidh wide-arexnetworks. The GridFTPprotocol extends thetraditional FTP
with featueslike GSl authenticaion, pardlel streamsandthird-party tranders. In conjunction with
Reliatle File Transfe (RFTY GridFTPachevesa high-degreeof faulttolerance on both client and
sener side. We arelooking for exactly this kind of senice to stage migration les of signi cant
size Interfacingwith GridFTP promisesa far moreefcient le transkr thanwith the rcp andscp
opeations. Sincethe undelying copy operdions areabstratedfrom the GFSsenice interface,such
addtional copy operatons canbe quickly added The GFSwill alsobe ableto support thetwo-phase
commitof copy requests(sec.6.4.3).

7.4 Grid Shell Sewice

TheGrid ShellServie (GSS)providessimpleshdl accesto remotehostsandexecuestherequested
command on behaf of the user Thetarget machire is spec¢ed asa Grid Objectand may contan
proles thatdescibe thesuppmrtedaccessnodes.If nosud informationis specied, the GSSqueres
the AIS for ServicePro les, which de ne theaccesstypes.

7.4.1 GSSinterface

Table7.4lists the opeationsof the GSS.Like the GFS the GSSrelieson existing senicesto access
asite. We arecurrertly using rsh, sshandGSl-sshbase&l accessmethod. If available, we useGlobus

http:/ivw  w.globus.or  g/datagrid/g ridftp.html
Shttp://iww  w-unix.mcs.  anl.gov/ madduri/RFT.htm |
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| GSSmethal | Arguments | Description ‘
in: Commandstring, Grid Argumentspeci esaccessnetha and
gss _shellemd Object targetmachine, methodexecuesa
out: error coce commaid onthespeci edhost.
Submitsa job to the speci ed host(s).
_ in: Grid Objects Grid Objecjtspem essubm|s§|or5ystem,
gss _submit out: erfor cods targetmachne, resourcaequiranentsand
' startup sequene. Multiple Grid Objects
areusedfor ameta-corputingexecutia.

Table7.4: Grid ShellSener: Web Servicelnterface.

GRAM senices(globusrun to launch apgications (seebelow).

7.4.2 Job Submission

In additon to simple shell acces, the Grid Shell Servicestars applications on remotehoss. The
GSSdoesnot needto run on thesemachine, aslong asit caninterfacewith them.Jobsubmis#on is
possble through traditional batchsubmision systemsor Globus GRAM services. Thesesulmission
interfacesustally requre the specication of resoucessuchasmemoryconsaimption runtime, etc.
The Grid Objectmustcontain a Resouce Pro le to detals the resouce chamacterisics of the appli-
cationandto Il out batchscripts. The execution commands sped ed in the resoucepro le'srun
commandattribute. The GSShasa simpleinterface systemto register modukeswhich geneatethe
batchscriptsfor the various systens. If the GSScannd submita job, it retumsan error codeto the
requesting application.

Figure 7.6 showsthe resouce selection through a web form of the Grid Resouce Service dis-
cusse further down. The chose resaurcesare usedto perfom a meta-conputation acrecss three
hosts The Grid Shell Servicerecognzesthe threemachiresandtheir Globus service andgererates
the apprriate RSL script Below, we shav the RSL script, which was assemi#d by the resouce
selecton showvn in scre@shotin Figure7.6:

+

(* origin.aei .mpg.de *)

(&(reso urceManagerC ontact="orig in.aeimpg.d e")
(count=16)
(jobtype=m pi)

(label=414 935.813973 0 )

(environme nt=(GLOBUS_DUROC_SUBJOBNDEX 0))

(directory  =/data/sc200 1/WORM2)

(executabl e=/data/sc20 01/WEXESERVR/cactus_w2- 32)

(arguments =/data/sc200 1/WORM2/WornNG4F_man_W44935.813973- 856.par)
(stdout=/d  ata/sc2001/W ORM2/LOG_W44935.813973. log)

(stderr=/d  ata/sc2001/W ORM2/LOG_W44935.813973. err)

)

(* fermatcfs .ac.uk *)
(&(reso urceManagerC ontact="ferm at.cfs.ac.uk "
(count=4)
(jobtype=m pi)
(label=414 935.813973_1 )
(environme nt=(GLOBUS_DUROC_SUBJOBNDEX 1))
(LD_LIBRAR YN32_PATH
lopt/scsl/s csl/usr/lib3 2/mips4:/opt  /scsl/scsl/u sr/lib32:
lopt/mpt/mp  t/usr/lib32/ mips4:/opt/m  pt/mpt/ustr/I ib32:/opt/MI PSpro
IMIPSpro/us  r/lib32/mips 4:/opt/MIPSp  ro/MIPSpro/u  sr/lib32)
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Figure 7.6: Grid Shell Service: the GSSsuppats various waysto launchapplicatiors. It is ableto launch
a meta-omputirg jobs by composinga Globus RSL script andsubmittingit. This resourcecon gurationis
compaedmanuallyin theresouce service.lt launchesa 36 processorsimulation,of which 16 processorsare

usedon origin

mat.cfs.ac

.aei.mpg.de
.Uk .

(LD_LIBRA RY64_PATH

Jopt/scsl

, 16 processorson modi4.ncsa. uiuc.edu and4 processoron fer-

/scsllust/li b64/mips4:/o  pt/scsl/scsl Jusr/lib64:

Jopt/mpt/  mpt/usr/lib6 4/mips4:/opt  /mpt/mpt/usr  /lib64:/opt/ MIPSpro
IMIPSpro/ usr/lib64/mi ps4:/opt/MIP  Spro/MIPSpro /ustr/lib64)
(LD_LIBRA RY_PATH /opt/MIPS pro/MIPSpro/  usrl/lib))

(director
(executab
(argument
(stdout=/
(stderr=/

)

(* modid.ncs

(&(resourceM
(count=16
(jobtype=
(label=41
(environm
(director
(executab
(argument
(stdout=/
(stderr=/

y=/ohome10/
le=/ohomel0
s=/ohome10/
ohomel0/zza
ohomel0/zza

a.uiuc.edu
anagerConta
)

mpi)
4935.813973

zzallen/WORM )

/zzallen/EXE ~ REP/cactus_w 2-32)

zzallen/WORM /WormNG4F_man_W414935.81 3973-856.par )
llen/WORM/LO G_W414935.813973.l0g)

llen/WORM/LO G_W414935.813973.err)

)

ct="modi4.nc  sa.uiuc.edu" )

_2)

ent=(GLOBUS _DUROC_SUBJ® INDEX 2))

y=/ulac/gal
le=/u/ac/ga
s=/ulac/gal
u/ac/gallen
u/ac/gallen

len/WORM)

llen/EXEREP/ cactus_w2-32 )

len/WORM/Wor mNG4F_man_\W41935.813973 -856.par)
/WORM/LOG_Wi4935.813973 .log)
/WORM/LOG_Wi4935.813973 .err)
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| Resourcanethod | Arguments | Description ‘
L . inputde nesrequrementsyetunsall
grb _match ':utGélg ngzpeu;EObjeCt possiblematchesMatchirg periormed
’ ) throuch Class-Ads.
grb _add I:L;t'Glgd Resouce Object Addsaresouceto thedatabase.
b _del in: ID le,directory deleteopeationRemawves
g - out: error coce resourcdrom the datatase.

Table7.5: Grid ResourceSener: Web Servicelnterface.

)

Although the RSL syntax looks well strucuredandstraghtforward,it maycontan alot of sitedepen-
dentervironmentsettings. For this reason the migration sener's routine usesa RSLtemplae. The
templatecontains a working RSL sedion for eachhost The migration sener replacesrun-specic
datalike execuables aguments,etc. and keepsthe site specic data. This appoachallows us to
maintaina setof working RSL scripts andimport theminto the migration sener.

7.5 Grid Resource Sewice

This secton introducesthe Grid Resouce Service(GRS) which interfaceswith existing resouce
datalases.In Section 7.5.1we introducethe bast layer, followed by a manua informationspeg -
cationin Sectio 7.5.2andan interfaceto the Globus Meta Directory Servicein Sectin 7.5.3. The
GRSis respasiblefor storing informaton on compue capaitiesin a Grid, which canbeindividual
machine or their batth queus. The GRSdepaitsthis datain theresaurcepro le of a Grid Objecs.
Resouresareretrieved by the GRSwebsenice interface.

7.5.1 Grid ResourceBase

The Grid ResourceServicesuite congsts — unlike the other serviees— of seneralthorns. The Grid
Resouce Basesenesasa backoonethatregistersthe interface thorns, which comectto third party
resoucemanages. Theconceptis similarto theregistrationof senice thornswith therequesthardler.
Theinterfacethornscanbe compied into anexecutadle or left out depenling on whethersuppat for
aspecic resaircelook-up methodis desiedor not. Thebackboneprovidesthewebsenice interface
for theclients.

Grid Resource Interface: Resouce Basequeries the available resaurce systensin regular inter-
vals. It translatestherecevedinformationto Grid Objectsandstoresthemin a database.lt provides
thewebserviee method, aslistedin Table7.5.

Condor Class-Ads: Thegrb _matc h serviceis usingthe Class-Adssysemto matchaninput Grid
Object, which de nes the requrement,agains all machne entries in the database. Details of the
matchirg strucure and logic were explainedin Chapter5 as part of the Grid Object Descrption
Langua@. The Grid Objectsfor machiresor queuesaremappedo a Class-Ad.Sucha ClassAd for
a singe machire is shavn belowto the left. To the right we shav the resaircerequremens of an
application, alsoexpressedasa Grid Objectandthenmappel to a ClassAd:
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[ [

type = "machine "; type = "job";

mem = undefine d; requirem ents = (other.proc s >= 4 &&
procs = 1; other.os == "linux" );
cpuloadl = 1.240000 ; ]

cpuload5 = 1.080000 ;

cpuloadl5 = 0.980000 ;

procs = 1;

0s = "linux";

gsys = "fork";

domain = "aei.mpg .de";

host = "vidar2"

The machineresouce example would not matchthis requirementClass-Ad,becaiseit doesnot
provide the necessarynumberof procesors. This examplefrom a standad MDS instalation andthe
screenshotin Figure7.7 highlight the problem of missingdataaseentries, in this case the memory
attribute hasno value andis unde ned. The manualresouce de nition descibed in Section7.5.2
providesbackupinformationin suchacase

7.5.2 Grid Resouice Manual

Grid Resouce Basein aninterfacethornthatoffersthe manualsettirg of resouces. It parsealist of
resaurceswhichis providedby theuser It senesin thefollowing ways:

1. It givesthe usera simpleway of de ning a small setof machine. From our own experience
thenumbe of machnescanbe smallif the simulaion requires specidized comput resairces
The manud setting allows a use to de ne sudc a small pool. without the overhead of third
party resaircemonitoling programs.

2. It senesasabacky informationrepostory. In somecasesve experiencedmissingdatain the
instalations of resairce sysemslike MDS [25]. The manué compldion of datasolvesthis
problem.

3. It canbe usedto suppl additional data. In somecasest is importart to have spegal infor-
mation,for exampleabou scrach le systensthathave the capadty to storelarge checkpoint
les.

7.5.3 Grid ResourceMDS

Grid Resoure MDS is an interface thorn that retrieves information from a Meta Directoly Ser
vice [25]. TheMDS is our primary meanto gatherinformaion abou hostsin a Grid. The opetion
of the MDS senerwasdiscussedn Section3.1.1.We have worked with MDS v1.1. Thelatest MDS
v2.2is partof Glohus 2, which hadjust beenrelessedwhenwe conductedour experiments.

The MDS thorn reguestsinformation from an arbitrary numberof userspeé¢ed MDS seners
Thereturredinformationis trandatedto a Grid Objectandstored in the databae of the thorn Grid
Resouce Base,which also providesthe interfaceto acces the data Figure 7.7 shows the browser
interfaceto the MDS datg now storad asGrid Objects

The MDS is desigred to store resaurcerelatedinformatiornt MDS informaton on the deployed
queue sygem allows the GMS to automaticaly chosethe right batchsubmisgon synta if Globus
GRAM is not available. We seedatalasesasan essatial partin a Grid service infrastrucure. Our
experiences with the MDS indicate the enfancemets that would male it even more effective. Our
MDS guerieswerequitetime intensive, takingup to aminutefor a singe sener. Incorsisten dataas
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Figure7.7: The MDS interfaceof the Grid Resourceservicesgueriesdifferent MDS seners. The returred
datafor eachresouce is storedasa Grid Object. The browserinterfaceshovs someof the retrieved data.
Sometime MDS information is not consisten{“workstatiori) andincomgete. Manud completian resohes
theseprodems.

shown in Figure 7.7 (machire type “workstatin”) wasanoter problem. Many clustes with MDS
only repated datafor the front nodeandnot the full cluste. Theseprobemscanbe contributedto
the administative dif cult ies of maintaning a distributed ervironmert andarenot techncally insuf-
ciencies of MDS.

MDS coud becomeeven more valuable, if it were possilde to have more informaiton in the
datalase: For example on the possble access method (e.g ssh,sftp) for a machine, on the hod's

lesystem andits capadties. Large les mustbe storad on specal lesystems,ustally notthe home

directory. We currently supply thisinformationmanudly. Usingaping client, we could easly deply
a le sysemmonitar (asshowvn in sec.8.3), we but we feel that MDS is the adequate place to store
le system relatal information The currentimplemertation of MDS relieson GRIS senersto de-
positinformationin the MDS databae. It would be handyto allow ary authorized appication (like a
monitor program)to depasit data(seeour discussionon datacontibutions by autoromic apdications
in Section3.7).

Our information requrementsare somevhat spedal, they are usualy not a problem for other
scenaios. Someof thes isswes (like consstent MDS entiies) are of adminidrative nature, rather
thantechncal; othes (lik e the datedbaseperfaomancehave been addressedin mostrecer versiors of
MDS. We found MDS to be anextremely usefd comporentfor our serviceervironmert.



Chapter 8
High-Level Grid Migration Sewvices

This chager familiarizesthe reader with the Grid Migration andGrid Spavn Service.We statt with

a detailed explanation of the migration senice in Section8.1 and continue with the spavn service
in Sectim 8.2. We introducea service monitor in Section8.3 as a tool to supevise servcesand
apdicationsandrestat themif necessary We corcludethis chapte with a discussionof openissies
andfuturereseach elds for migration and spavning in Sectian 8.4. Migration andspavn serviaes
exhibit a similar progam o w. Technigquesdiscussedfor migration alsoapdy for spavning. The
migraion service ervironmentprovidesthe following capaliities:

Migration and spavn senersare coniactedby an autsmomic clientappication through a web
servie interface,requestirg migration, spavn or othersenices.

Clientscanspecfy requred andoptional informaton asGrid Objectamguments

The migration sener usesredundantfundanentalpee servicesto selectresouces,stage les
andexecutejobs. It is ableto sunive failing serviceinstances.

Themigration sener sdesiqis ableto hande failuresduring the migraton, eithe by repeating
anindividual opeationor by reiterding through the migraton proces with anew resairce.

Themigration sener offersareliabe startwp veri cation. It usesthe AIS to deteminewhether
amigratedapplication hasresartedsucessfuly.

Themigration sener canbeusel in avariety of ways,of which we demorstratethree in Chap-
ter 9: migraton, spavning andautorecovery.

Our apprachoffersapplication-level migraion to autanomicclients. While a kemel-level migration
(asdore with Condo)) happenstrangarerily to the application we requite a migration interfacefor
the client, which requeststhe migration from a sener. It is theresmnsiklity of the clientto provide
checkpointing and basiccommuncation capalilitie s. With the threetestcase that we introducein
Chaper 9, we showthatatraditiond programcanbe easly upgradedto an“autonomic” apgdication
andperform migrations.

8.1 Grid Migration Selrvice

The Grid Migration and Spavn Serviceis a high-level compaind senice thatrelieson fundamental
senices. The migration processis invoked through a RPC by an appication, which hasdeciced
to migrate. The migration senice seleds a new resairce, it copesthe necesary les from the old

machie to the new one and cortinuesthe simulation. First migration experimentswere condicted
with a prototype calledthe CactusWorm [60]. The experimentswith thatmodelandits tesbed[9]

have greatly in uencedthe desig of this migration framework [61].

We stat this secton with the introducion of the client interface of the GMS (Section8.1.1),
followed by the web senice interface(Sectio 8.1.2). The complex migration processon the sener
sideis discussedn detailin Section 8.1.3and8.1.4. Section8.1.5is devoted to the startyp andfault
tolerantpropeties of the GMS andSection8.1.6discussedypes of migraton failures.

83
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8.1.1 Migration Client Application

A GPSmigration client operdes self-contaired and makes the ultimate migration decsion, based
on locd or externd informaion. While a sener cansignd a migration “suggestiori to a client, it
remainswith theclient to follow suchaproposal. A migration cane.g.betriggeredwhentheresouce
consumption approache the provided resouce constaints of a queue. The expiration of grarted
gqueuetime is suchanexample. We studied a migration condtion based on thelocal load of asysem
in [4]. Thisappoachhaspotertial usefor “cycle-stealng” in interective ervironmerts. In batd queue
environmens the compue resaurceis ustally not sharedwith otherapgication andremairs stable

Note that this thess is not focusing on the application's decison making processthatleads to a
migration. Sucha processcanbe madearhitrarily comple. This thesk providesthe senice erviron-
mentand suppies the client with aninterfaceto requestmigration (andothersenices) We suggest
anddiscussbasicmigration andspavn policiesfor the clientin Chapter9.

The major stegs of a migration for a client areshovn aspseaido codebelow. Initially, the client
composs a Grid Objectthat holdsinformaion like hoding machire, resouce consunption, neces-
saryrestart les. Therespetive Grid Objectcontainers are deroted (MG RG FC) and are attacted
to the Grid Object(GQ. The client anrmouncethis datato an AIS (ais _announce ). Theclient de-
rivesthelocal resouce constaintsthat aredictatedby the computeervironment:e.g.the remainng
computetime in aquete. Theclient storesthis datain theresouce contdner of a newv Grid Object:
constrG O.RC. Constaints and application information are updaed in regular intervals(step 3.a
and3.b). If the current resaurceconsumptian drops belowa critical threstold (step3.c), a migration
is triggered: In a rst stepthe AIS is instructedto mark the appication inactive (ais _sets tate ).
The appication writes its stateto a ched&point and requests the migration (gms migrate ). Note
that the minimal migraion algarithm conssts of the constuction of the Grid Object, the call to the
application's chedkpointing routine andthe migration request. Everything elseis optional.

GO
MC,RC,FC,SC

GO.MC
GO.RC
GO.FC

ais _announce( GO)

Repeat

constrGO.RC

GO.RC

If (GO.RC - constrGO.RC toleranc e)
ais _setstate(GO, inactive)
GO.FC
gms_migrate(GO)

Until

As anenhancementhe client may supevise the availability of a migration sener by actively pinging
the GMS or requesting frequent AIS updates. Figure 8.1 illustratesthe request sequace from the
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A/M\/nounce/ Announcing GMS
Database Deposit ___ ais_announcé — Announcing Client

e /eus/sea.mh—/ Requesting GMS

Database Retrieval < i
client rec
D Receiving GMS

Client Triggers Migration:

/aiis/etﬁ.&e—/ Inactivating Application
Database Update -« A/Q_HLSIV“E@/ Requesting Migration

Operation
Migration
Process

%»
Completed Operation

AlS Grid Migration Client
Server (GMS)

Figure 8.1: The Grid Migration Sener as seenfrom a client application The client contactsthe AlS and
requestshelocationof aGMS. Beforerelocatia, theclientinactivatestself atthe AlS andrequestamigration
(gms_migrate ). Theclient eitherwaits for the reply of the errorcodethrough the defaut respose method
(default _ok) ortermimnatesimmediately

client's point of view. Lessimportant replies arenot shavn. The GMS announcesits service to the
AIS (ais _annou nce) andallows the client to retrieve the locaion of the migration sener from the
AIS by anais _sear ch request.Optiondly, theclient mayannainceto the AlS aswell. In theevent
of anmigration, theclient deacivatesitself atthe AlS (ais _set stat e) andsendsagms mig rate
to the GMS. It may thenwait for the arrival of the opemtion resut asa defaut respnsemethals
(defau It _ok) or terminat immediatdy.

8.1.2 GMS Interface

The migration processappersasa rather simple eventto the client apdication congsting of sinde
senice request,e.g.gms_migr ate . Table8.1liststhe mostimportantGMS servicesandtheir argu-
ments The servie calls aremadeby a client to the GMS. In mostcases, the agumentof a service
call is a Grid Object. The sener respmdswith a returnvalue, indicating sucessor failure of the
migraton process. It is left to the applcation to recave andinterprettheresmnse.

GMS Operations: TheGMS offersmorefunctionality thanjust migration. We review the different
GMS senicesaslisted in Table8.1:

Data Announcement Instead of requesting an immediatemigration, the client annownces
relevant datawithout triggeringa migration or ary otheroperdion: gms annou nce . Thisis
usefd for applicatiors thatcheckpoint in regular intervals but do notwish to migrateead time.
An opeationcanbeinitiatedanytime laterwith arequest,specfying theuniqueID (UID) under
which thedatais stored asa Grid Object.

Data Operation: Announed datais untyped by default. To assoate the data with a certan
operdion (migrafon, spavning, autorecovery or storag), the datds operationtypeis setwith
gms.sett ype by theclient.
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Figure8.2: The GMS pravidesanautorecorerymode whereit checksthe AlS for the stateof anapplicatian.

If the AIS repots aninopelational state,the GMS proceedgo autonatically recover the apgication on a new
resouce.

Migrat ion: The client requests a migration through a gms migra te call to the GMS and
providesa Grid Objectwith the datathatis necesaryto restart the appication.

Automatic Recovery: TheMigration Sener canbe operatedin a mode,whereit requeststhe
statts information of the client apdication from an AIS. A client, which is declaed inopera-
tional by the AlS, canbeautomatically recoveredfrom the programstae of thelastchedpoint.
Theapgication is thencontinuedeither on the sameor on anew host This modeof opeation
is illu stratal in Figure8.2. After two sucessve failuresto receiwe the ping respase,the AIS
datalasechargesthe statts of the entry to inoperational. The GMS requeststhe appication's
statis from the AIS andstats the migration/recover processafter nding the applicationinac-

tive. In this mode,regular appication checlpoints mustbe anmouncel andthe client activity
mustbetraceableby the AIS.

Execution: The GMS offers a simpleinterface (gms.exec ute ) to execut anapplicationon
aremotemachire, without starup veri cation.

Data Storage The GMS canbe setup to move the announceddatato securestoraggethrougha
gms.stor e call. Thisis helpful in the casethata site's quele policy only providesdisk space
to an application aslong asit is execued in the batchsysen. The apgication mustensire

thatthe datais movedto a permanat le system during the batch job. This restiiction canbe
handed by scripts after programexecutian — providedthatenowh queuetimeis left. The Grid

Migration Service allows to dealwith those les during runtime.

Migrati on Data: Theclient speci esthose les in a le contaner, which areneedel to restartthe
application on aremoteresouce (e.g.paraméer andcheclpoint les). If the client hasthe ability to
pro le itsresairceconsunption,it cansuppl thisdatain aresaircecontaneraswell. All information
is collectedin aGrid Object,whichaccanpaniegheservie request. Thefoll owing datais mandatoy:

'For exampe, NCSAs quete policy.
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Migration method

Arguments

Description

gms_announc e

in: Grid Object

Input is the Grid Objectde ning the
locationof les onaclientmachire. The

gms_settype

out: gmstype

out: ID call does notassociatatype (spavn,
migrate)with the data.
Setsthetypeof annainceddata:

in: ID migratian, spavn, storagedata.

Depenihg onthetype,serviceoperatios
vary.

gms_migrate

in: Grid Object
out: error code

Initiatesa migratian. The Grid Object
de nesthe les or holdsthelD that
identi es previously announcedrecover
data.

gms_autorec

in: ID
out: error code

Monitors a registerel applicaion and
restartg¢he simulationof afailureis
detected.

gms_execute

in: Grid Object
out: error code

Copiesdataandexecuesacommandona
remotemachinedoesnotperfam a
succesgheckwith the AIS.

in: Grid File Object,Grid

Thespeci ed Grid File Objectis moved
from the currert machineto anew site,

gms_store ServiceObject " i .
out: error code usua yasto_rage‘aql ity, Speci ed
' through a Grid ServiceObject.
- . . RPCroutinesto receve thefeedack
gms_rec in: error code Grid Object providedto the GMS.

Table8.1: Grid Migration Sener: Web Servicelnterface.
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Execution Grammar: species in which orde an execuable, parameter les, data les etc.
areto bearrargedto executethe starup command.In secton 8.1.4we give ade<ription of a
(simple) appraachfeaturedin the GMS.

Startup Files: the client informsthe GMS abaut its hostmachinewith a Machine Pro le and
thelocation of thestartp les with aFile Pro le. Thespec cation of theaccessnodethrough
aSewicePro le is optional,since it cannd be expededthata client programknows abou such
detals. The GMS will later completethe Grid Objectwith the appopriae accessmethodsfor
theclienthod.

Executable: theclient speci es the nameof the execuable. The GMS providesthe executdle
for the next hostplatform. Pre-stagd execuablesor arepository of executdleson adedcated
sener arethe supprtedmethod in this versionof the GMS.

Thefollowing information is optionalandcanbe usedto selet¢ anappropriate next machire:

Memory Requirements the apgication's memoryrequrementscan be expresgd in a Re-
sourcePro le.

Procesor Requirements if amultiprocessr apgdication requresa minimum numberof pro-
cessosit canexpressthisin a ResoucePro le.

Host AccessMethods: if the applicationknows aboutthelocal machneaccess,it caninclude
thisinformationin a Servie Pro le.

8.1.3 Migration Server

The migration sener performs the migraion on behdf of a client apdication. It recevesthe mi-
gration requestand extracts the migration informaton from the transmitted Grid Object. The main
stepsof a migration are: Resouice Selectbn, Data Staging, Application Launch and Veri cati on
and Clean-Up. Thesestes are shownas psaido codebelov. The migratalde object on the “old
host”is storedin the Grid ObjectoldG Owith theattacked Machine,Resouce, File andServie Con-
tainer dertedMC RC FC, SCrespetively. “New” hog informationis stored in newGO The GMS
makesrequeststo fundamentalpeersenicesto select resaurces(grb _match), copy anddelge les
(ofs _copy, gfs _del file ), launch applicatiors (gss -sub mit) ) andretrieve informaton from
the AlS (ais _sear ch).

oldGO

oldGO. MC
oldGO. FC
oldGO. RC
oldGO. SC

newGO grb_match (GO.RC)

newGO.FC oldGO.FC
newGO.RC oldGO.RC
newGO.UID oldGO.UID

If NOT 0ldGO.SC

0ldGO.SC ais_sear ch(oldGO.[MC ,SC])
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If NOT newGO.SC
newGO.SC ais_search(n ewGO.[MC,SC])
gfs_cop y(oldGO, newGO)
gss_submit(n ewGO)
ais_gets tate(newGO.U ID)

While inactive

ais_getstat  e(newGO.UID)

If inactive
gfs_de Ifile(hewGO)
GOTO OR OR OR
End While
If active

gfs_delfile (oldGO)

If inactive

Theleft diagramin Figure 8.3 shavs the migration processasa o w chart: in eachmigraion phase

extemal servicesareaccesedin anon-Hocking fashion. Eachmigration phaseis processedccoding
to the samestateframework, which is shownin the diagramto theright: Any of the four migration
stagesis enteedwith the stae OPENIIf the stage involvescallsto external services,the migration is
labded ACTIVE, indicatingthataresmpnseis expededfrom athird party. While staesareACTIVE,
they areregularly examinedfor timeous. If no senice respnseis received within a giveninterval,
the stateis markedasFAILE D. Dependhg onthestatepolicy, afailedstatecanrestut in thefollowing
actions:

Themigration phas is repeated.
Themigration is rewound to anearlier phase
Themigration eventis dedaredafailure.

Note that the failure strategiesillustrated hereare implemerted on top of the request failure policy
thatis provided by the underlying requesthander (Chapte 6). Therequest hander makesbesteffort
to executean RPCor deliveramessage

Error Handling: Making theright chaice, whento foll ow whatfailure policy is a eld of reseach
onits own: In geneal it is dif cult to make anautaomicapplicationconscious of why anopeiation
fails. The cawse of a failure may or may not go away with time: e.g.a copy opeation might fail,
beausethe network conrection is taken down for 5 minutes or becawse the dedination machne
does not have enaugh disk spa®. A repdition of the copy opefation may bring succesin the rst
case while it will not help in the secand case. Seethe discussio on possble migration failuresin
Sectin 8.1.6.

The migration processcanbe madearhitrarily “intelligent” (andcompl«): aclient annaincesits
checkpoint les asa secuity measureagairst suddenfailure andis autanatically restated whenit
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State Sequence: [P Single State:
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Figure 8.3: The migration statediagran. The right diagran shavs the four migrationphasesandtheir ex-
ternalserviceaccessThe statesof eachstepareshav onthe left diagram The migrationfailuretreatmenis
constretedon top of theRPCfailurepolicies.

fails (seeauto+ecovery in Section9.4.4). Othersenersmay constantly watchout for new resairces
andsugget moreappr@riateequpmentto anapplication

Resource Lookup: If amigration client hassuplied a Resouce Pro le with therequest,resouce

requirementsare passe alongto the resouce lookup service. Whenan appr@riate resouce s re-
turnedto the migration service, the senice cheds if the machire andsenice datafor the target host
arecompkete.If thisis notthe case the migration servie mustsuply the missirg piecesof informa-
tion, e.g.on the machineaccessnethods The migration senice alsodeteminesthe accessnethods
for the source host if this hasnot been speci ed by the client If theresaircelookup service canrot

provide anappropriate resouce, the migraion entryrecavesatime stampandis pausel, until a new

lookup processis initiated. This queryfor compute capacities can be repeatedseveral times. An

exponential backoff providesanincreaingtimeoutperiod to avoid sucessve failures.

Migrati on Data Staging: If amatchngresairce(e.g.aqueteonamachire)is found, themigration
datais transerredto thenew host. Sincetheacces method for thenew hostareknown, themigration
sener compcsestwo Grid Objects the rst lists the migration les of the old host,the secad gives
the desciption of the new machire. Theseobjects are passd along with a gfs _copy requestto a
Grid File Sener. If all datahasbeenstagedo the newv hog, the migration sener proceedso restrt
thejob.

Application Restart and Veri catio n: The GMS compaesthe startip sequaéce and issue an
executicn commandthrough a Grid Shell Sener (GSS).The GSSexecuesthe restart commandon
theremotehoste.g.through aremoteshel or by going through middlewareinstalations like Globus
GRAM, using the globu srun commaml. We currently do not usethe Globus API but issueshell
commandsemotdy.

The GMS is interpreting the return value of the restat requestto checkif the call suceeded
techrically. However, it would be shorsighted if the GMS identi ed a positve return code with
a succeasful restat of the applcation for several reasms: If the appications stars off, but fails and



8.1. GRID MIGRATION SER/ICE 91

shusdown later, themigration senerwould assumehatthe applicationis running, while it is actualy
deal. Furthermoe, Globus executicn method provide ambiguouserror messagg, which aredif cult
to interpret, espeially for senice apgications.

The GMS expecs the restated application to anrounceitself to the Application Information
Sener. The GMS queriesthe AIS until it recevesanactive-stateresporsefor themigration client. In
this casethe migration sener assumesthatthe applicationhasprogressedar enaughinto its program
o w anddeclaessuccesful restart. The migration sener canin theory ping the restared applica-
tion itself to determire if it continues. However, since the GMS hasno information on which port
the applicationis excepting reques, it is usually a clearer way to querythe AlS to which the client
anrouncess.

Restart Timeout: The GMS queriesthe AIS for anactive client state times. Thetime interval is
calledtherestat timeoutand setsthe time thatis grantedto an applcation to restart. This interval
mustbe chosenwith care.Potental errars canoccur in the following circumstances

If the new resaurceis managd by a batchsysem, the apgication hasto go through a queue
wait period andmayspend sometime waiting to berestated. A GMSwhich hassetavery brief
restat timeoutwould consder the applicationasfailed, althoughit hasnot evenstared.

If the queryintervalis cho®ntoo long, the applcation might have alrealy terminaed (and
henceinadivateditsdf) befare the AlS is checledby the GMS.

If thechedpoint les areof consteralte size therecovery progessmaytake longe thanthe
GMSis willing to wait for the postive AlS feedlack.

Thetheaeticd wait time is asumof the client waiting time in the queLe, recovery time, and
anrouncingtime:

To predct we ned to give the GMS someestmateof thepossble wait time andstartyp
time , While is nggligible ( in our experiments). Very few schel-
ulers areableto provide the queuewait time (e.g.Maui [68]). Therecoverytimein a multi-processr
environment deperms on the I/O performanceof the disks andthe network interconnets, if the data
hasto be distributedto all processos. Neitherinformationis currently availablein datatases.A re-
soucedatabae,which tracks this kind of data,would be ableto provide atleag a simple prediction
for recovery timeson large scak supecomputes.

Migration Clean-Up and Data Storage: A migrating applcation cancreat alot of les: ched-
points,paramegr les, log les, etc. A cleanup processconcludesthe migration event. Theclean-up
processdistinguishesbetweentarget cleaning and source cleaning: if a migraion eventfails in the
statup pha®, the tamget les onthe next hostmustbe erasel, while the datasouresareto be kept
They areneecedfor further restat attemptson othe resaurces If amigration eventsucceds,the sit-
uationis reversal: soucedata les aredeleed,while taget datais used by therestating application
The migration sener cleans up its own dataor datatha hasbeenannaincedwith the migration. It
is currently left to the client applicationto remove the les thatit createl itself. Note thatwe do not
move resart les, but copythemto keep a working badkup. A client caninstruct the GMS to move
les to cental storagefadlity with gms.sto re requests.
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8.1.4 Execution Grammar

Sincetherestartroutine makesno assumgbn on how a programis launchedon a host the migration
(or spawn) client providesthis informationasa commandemplate The startyp routine paresthe
templateand repacesall occurencesof $ UID $ with the le nameof the pro le that hasthe
sameUID. It alsoreplaces$ RUNCMD $ with the architecture speéc run commandand number
of procesors(e.g.mpir un, mpprun , poe, etc.). Thisgrammardeak with the statup case thatwe
have encouwntered, including sequ@&cesof commars.

Thefollowing exampk is a startip direcive, which referercesthe pro le UIDs of the paraneter
le andtwo partid chedpoint les. Thechedpoints aremeiged to anew checlpointtemp.h5 with
arec ombin e programbefare starup:

recombi ne $1242.324 3% $1242.32 44%  temp.h5
$RUNCM® ./cactus_b lackhole  $1242.324 2$ 2> temp.err > temp.lo g;
rm $1242.3243 $ $1242.324 4% temp.h5

Notethat the execuiblesrecombirer andcactus blackhole canbeenaddressedthroughtheir UIDs as
well. Also notethata migrationis not limited in the numbe of executales. It is possble to trander
ary numberof execuables(two in this case)from arepasitory to atamget host. $ RUNCMD $is
transhtedinto thehod spec¢ c runcommar andthe numbe of processors The checlpoint les are
erasedfterward

recombi ner chkptit _0.file_0.h5 chkpt.it_0. file_1.h5 temp.h5
mpprun -n 4 .Jcactus_bla  ckhole BH_r3.2.par 2> temp.err > temp.log;
rm chkptit 0  .file_0.h5 chkpt.i t_O.file_1.h 5 temp.h5

8.1.5 Startup and Fault Toleranceof the GMS

The migration sener is only functiond if its sub-services,which operde asindependen peers,are
readyto accep tasks. If the subservicesfail, the migraion sener canrot processmigration requests
propely. In suchacase perding migrationsarenotdiscardedbut left in thequeuefor further process-
ing. The GMS takesadvantagef P2Pservice redurdangy: it is not conernedwherea fundamental
serviestypeis executal, aslong asa serviceis available.

Figure8.4 shavs thetemporl communi@tion exchangefor the startyp phaseandduring runtime
of a GMS, which only interactswith the AIS to monitar the availability of basc seniceslike Grid
File Serviees(GFS),Grid Shell Servies(GSS)andGrid Resouce Service GRS).Beforethe GMS
startsup, these fundamentalservicesmustbe annainced to the AIS (ais _announc e). Whenthe
GMS stars up, it quaiesan AlS abou the requred subservies (ais _searc h). The AlIS retuns
the information (gms.rec ) to the GMS, which addsthe senicesto an internal databae. Only if
anactie servie instancefor eachthese(copy, shell,resouce)is reportedby the AlS, the migration
seneris opeaational andannainces its own senicesto the AIS (ais _announce ).

Our Grid reliability study in Chaper 2 showedthat ary service implementéion may shudown
unexpectedly dueto software hardware or network failure. This is alsotrue for the fundamental
servies, on which a migraion servie relies. To recoquize a charge in the availability of the un-
derlying servies,the GMS serdsanais _search requestsin regular intervalsandupdatsits own
datalaseapprqriatdy. An ais _sear ch requestis alsotriggered, if the requestto one of the fun-
damentaserviesfails. If the GMS failsto nd therequired senices,it deactivatesitsdf atthe AIS
(ais _sets tate , notshown). It cortinuesto query the AIS until all senicesarefound, readivates
its AIS stake andcontinuesopention.
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Figure 8.4: The Grid Migration Sener relies on the availability of fundamentalservices. The GMS must
ensurethat theseservicesare available to stay operatioml. It queries the AIS in regular interval to receive
updatedserviceinformation. The AlS trackstheannaincedserviceghroudh pingrequests.

8.1.6 Migration Failures

In this secton we discus thetypes of migration failureswhich we have comeacross We alsooutline,
whether thes failurescanbe resdved by the migration sener andhow this canbe done The auto-
nomic applcation gives up control to the migration ernvironment, whena migration is initiated and
migraton failuresmustbe handed onthe senerside.

Resource Failure: If aclient speces resaircerequrementsthat canrot be solved within a given
time, the migration is abortel. The migration sener makes several attemptsto look up resaurces
Becaise queueand machire propeties do not chang within a day, a resouce requirementwhich
camotberesoledin a rst attempq, always failedin laterlookupsaswell.

Binary Failure: If abinary for anew platform cannd be obtained (e.g.in abinary repostory), the
migrafion to thathod cannd continue. However, the sener canattemptto identify a new resouce,
which satises theclient's requrementsandis not of the previousplatform type (for which no binary
existed). While this is not part of the current migration sener, its implementation only requires
addtional resaurceproles to blank out the failing platform in the ClassAd seledion process. This
is an exampke of a failure which is “understoad” by the servie ervironmentandit is ableto take
alternative actions.

PseudoFailure: Thereis a chane for the GMS to read to pseudo-failures causel by badtiming
of the ping respnsetime and AIS seart operdion: If the ping respasethresliold is settoo short
a brief failure in the network may leadto an inoperational stateof the client in the AlS datalase,
beauseping repliesdo not get backin time. Sincethe AIS keegs pinging the client aryway, this
stak is quickly correded with the rst succesful ping resppnse. However, if the GMS send an
ais _search requestto retrieve theclient stae from the AIS in this paricular momentand doesnot
verify the negative resuts with addiiond requests, it proclams an applicationasfailed, whichis in
realty still running. Sincethe GMS is instructedto retry the launc of the appication or execue a
recovery operdion in the caseof failure, a duplicateappication instanceis gererated To avoid such



94 CHAPTERS8. HIGH-LEVEL GRID MIGRATION SER/ICES

| Spavn method Arguments | Description ‘
inputis the Grid Objectde ning the
MS.Spawn in: Grid Object spawvn les, setsthetypeto “spavn” and
gms-sp out: ID initiatesa spavning processCanbeused
with gms_announce , gms_settype

Table8.2: Grid Spavn Sener: Web Servicelnterface.

duplicatesGMS makessurethattheold applicationis shutdwn by trying to terminateit. Choosng the
apprgriatetermination methodis nottrivial: the currert implemenationsend aterminationrequest
to the apgdication. An explicit kill signal to the processID or usingthe queue sygem’s termination
procadurewould bethe preferredway.

Algorithmic Failure: Automatel recovery failsif the apgication aboits dueto intemal simulation
errorsrather thanmachire failure. The migration sener still restats the application, which diesagain
for thesamereason A possille work around is to stopautomaedrecovery if a progressmetricindi-

catesnofurthersimulationadwance, for instanceif the simulationis unabkto continuefurther in time.
This appoachinvolvesthe compaison of a paraneterwhosenameis providedby the client to the
GMS (e.g.theiteration court). Theclient updatesthe paramegr value in the AIS (ais _set info ).

The GMS retrievesthe value of the progressmetric (ais _get info ) eachtime arestat is triggered
and compaesit to the previous value. If both valuesare the same,no advancein the evolution is
assumedndthe migraton is abardoned

8.2 Grid Spawn Service

The Grid Spavn Serviceis partof the GMS, sinceboth servieesfollow a similar order to move data
and launch applications. Spavning desribesthe processof identfying routinesin an simulaion's
program o w, which have no impacton the ongoing simulaion and cantherdore be executal inde-
pendatly of themainroutine. The spavning of a sulroutinespaysoff through thetime (andmoney)

thatcanbe savedif expersive resaircesareonly usedfor the corealgorithms,while lessdemandng
dataanalysisis performedon econanic resouces.An illu stration of a spavning scenaio is shownin

Figure2.2 on page6 andaspavning exampk is studied in Chapte 9. The spavn senice is requested
by clients, who can provide a checkpoint and executdle to resfart the speci ¢ routine. The client's
spavn prooessis similar to migration, shavn in Section8.1.1.

SpawnAlter natives: Thealtemative appioachof storing theraw simulaion dataandperforminga
post-pocesinganalyss is lesssatisfactay: while it spe&sup themaincompuation, it canrequire a
signi cant amountof disk spacefor the raw data. By spavning a routine, disk spa is only neecd
during thetranser of the raw datato the exterral routines. Theraw datacanbe deleedassoonasthe
routine is completel. An illustration of a spavning scerario is shownin Figure2.2 on page6 anda
spavning example is studed in Chapte 9.

8.2.1 Grid SpawnlInterface

Table8.2liststhespavn spe¢ c service calls,which operde lik e the migration senice.
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8.2.2 The SpawnProcess

The client applcation contacts the Grid Spavn Serviceand providesthe following informaton in a
Grid File Object:

Execution Grammar, which spec¢ es in which orderanexecugble,paramegr les, data les
etc.areto bespecied.

SpawnFiles. theclientinformsthe GMS abou its hostmachineg(Machine Pro le) andthethe
spawvn les (File Pro le). Thespavn les areustally smallerthan in amigration event,becase
thetotal stak of the simulaion doesnot needto besaved Only dataimportantfor the particular
routine need to be provided.

Executable: the client speci esthe nameof the executablewhich continuesthe spavned rou-
tine. Similar to the migration, executdlescanbe providedpre-sagedor through arepasitory.

[Resource Requirements} optional — if the client hasknowledgeon the resouce require-
mentsby the spavnedroutine, it canexpressthisin a Resouce Pro le to help ndin g theright
resouce.

[Host AccessMethods]: optional —if the appication knowsaboutthelocd machire accessit
caninclude thisinformationin a Servie Pro le.

Spawn dataregistration is possible via gms announce , followed by a gms sett ype (spawr) re-
quest. Similar to migration, gms_spawn requeststrigger the spavn process immedidely, while
gms_announce stores thedata without further actions.

Unique Identi ers: A major differencebetweena spavn eventanda migration is the handing of
the apdication UID. In the caseof migration, the UID does not charge. For spavning, new applica-
tions arecreded with eat new task Becausehe sener mustidentify a spavn client with its parent
(e.g.to transkr output databackto the parent), the spavn UID mustbe relatal to the parert UID.
Thespavned procesinheiits theident cation numbe of the parent processasthebaseiderti er and
appendsanotrer UID. The spavned processregista's andderayistersitself at the AIS unde this new
uID.

Spawn States  The spavn senice traversesthe samestaes asthe migration servie and featues
the samestratgyiesfor faut tolerance.Spavnedapplicatiors aretreateal asindependen applicatiors:

They canrequestautotecovery or migraion. As adifferenceto migration, the spavn sener autamat-
ically transkrsall datageneatedon the spavn hostbackto the parenthostor anoterstorayefacility.

Thetranser relies on the assumpbn thatall data,which is geneatedby the spavnedapplication, is

writteninto its currentdiredory. Thespavn sener contactsa Grid ShellandFile Servie andrequests
thetransfer of the spavn directory, either to the parent machire or to auserspec ed storagyepoint.

8.3 Grid Service Monitor

The Grid ServiceMonitor is a distributed service application that maintairs a constantnumber
of servicesor apdications on machnesof a Grid. We implemened sucha service by usingthe ping
senice in conjunction with amigration sener asillustratedin Figure8.5.

At start-ip the serviee monitar instructsthe GMS to launch an appication on a numberof hods
with gms_exec ute requests.Theapdicationsstat upandregisterwith the AlS. Thesenice monitor
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Fig. a) Service Monitor Fig. b) Service Monitor
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Figure8.5: A servicemoritor watcheshe stateof serviceclientsandrestartgshemin caseof failure.

checls the AIS for registeredappications and monitars their stateby issuing pin g requests. If the
client fails to respand to repeated ping requests, the monitor restats the failed applicatiors. The
serviee monitor requiresa traceableclient applcation, eitherthrough ping requess or by keepalive
messageto the AlS.

Any GPSservie (like GFS GMS,GSS§ canbeloadedontotheapgdication: Webrie y elabgated
ontheideaof implemering a distributedUnique-ID senerin Section5.7. This servicemonitor is the
apprgriatetool to ensue its corsistent availability. In Section9.4.3we demorstratethe autanatic
deplogymentof ping clients acrissmachiresof the EGrid. Theservicemonitor is usedto resartfailing
ping clients.

A “stacked’ monitar concept superisesother senice monitorsto ensue congantopeationof ser
vices. The stacled monitor appoachis anaher stepto prevert a single point of failuresin distributed
environmens. The servie monitar is not resricted to work with servie appications: it is ableto
operdedwith legacy codes or proprietary apgicationslike use simuldionsaswell: in Section9.4.4
we demonstate how the senice monitor is usedto autanatically recover a failing userapplication
from backup checkpoints. In this casea sinde apdication is monitored.

8.4 Discussionand Futur e Reseach

In this secton we discussfuture extensionsof the servie ervironment that we presentedin the previ-

oustwo chapers. In our analyss of a Grid ervironmentwe rejeded a mondithic appoachin favor
of a P2Psenice strakegy to overcane failing servie instances. To maintan a redurdantsetof ser

vices,we suggesteda pod of informationsenersandintroduceda senice monitor, which supevises
the various servie instancesand automaitcally restats the onesthat failed. The service monitoris
desigiedto be usedwith senicesaswell asuserapdications. Although the servie ervironmenthas
consdidated, it requresperfection andoffersroomfor enhancemens. We regardtheimprovementof

the communcationstructurethrough OGSA the extenson of the service variety, andthe increase of

application“intelligence” astheimportant elds for future reseach.
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8.4.1 Fault Tolerancefor Autonomic Applications

The wealed paricipant in our migration servie ervironmert is not the senice but the client apdi-
cation. While we circumventsinge points of failuresfor servicesthroughredundarn service deploy-
ment,we have only oneinstarce of aclient application. We currertly rely on applicationchedpoints
torestae afailed client. Sincethe continuous opemationof amigrating clientis themajorgoal, further
meansof safeguading the clients agairst failure must be found, perhas through the cougding of
kemel-lewel checlpoints with applcation level migration.

8.4.2 Authentication and Secuiity

As we have staedinitially, we have not concentrded on securty issuesin a distributed service ervi-
ronment.We feelthatthesessuesarebestaddressedwith upcomingsenice techrologieslike OGSA.
Adding asecurty infrastrucureto adistributedervironmert, which supprtsmigration applicatiorsis
nottrivial. Thefollowing example illustratesthe far reating complexity of the secuity issue which
areyetunsdved:

Applications must be authericated before they requesta serviee: if appications are stared
from a secureportal they caninherit its autrentication. If they arelaunched interactively by
the user they mustbe authenticated“manudly”, which is a processwherea useridenti es an
applicationassecue andtrusting.

Migrating applicatiors comein two states: they alternate betwea an execuion stateand a
checlpoint stae. Nevertheless,they have to maintan an identity at all times, requring the
encryption of checlpoints les.

Spavnedapplications mustinherit their identity andauthaization from a parentproces. They
mustalsomaintan their identity during the chedkpoint state.

8.4.3 Application Intelligence

Making applcations andservicesmore aware of their ervironmentis importantto operde in global
Grids. The GPSservicesbendtmarktheir own perfarmanceat every level. The Grid File Sener
e.g.storesthe le transfer statistcs to every host. AdvancedGrid applicatiors like the CactusCode
frameawork areableto prole memoryconsumptionand processorsperformance However, we are
still looking for a prope evaluaion of this data,e.g.to give preferenceto a slower machinewith a
fastnetwork insteadto a fastsupecompute, which hasa low-gradce network conrection With the
upooming NetworkPro le, we provide an extenson to the Grid Object Descrption, which lets us
expressthe resuts of different network benchmarking systemsn unifying scheme Network-based
selection of resaurcesis not crucid for intra-Grids, but it is importent for global Grids with their
shifting network loads We regard assesmentpackageslike Conda Class-Adsases®ntial for this
task

8.4.4 Using AdvancedGrid Infrastructure

The modukrity of the GPSimplemenation allows usto transparetly addadvanced Grid infrastruc-
ture like Grid-ftp with its reliable le transker capailities. Coupledwith a predction serviceto fore-
castthe le trander time, we aim at using intelligent le transferin our ervironment. Advaned
resevation of computeresairces(e.g. provided through Maui) couplesdiredly to le transertime
predction. Achieving anearlycontinuesstrean of resoucesrequresafunctioning advancedreseva-
tion sysem. The mostwidely used rst-c ome, rst-serve schealuling policy is too inferior andprone
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to abuse: after an excessie resevation of computeslotsin various submissionsysems,only those
slotsareused which areactive by thetime a previousslot expires - all othess arediscaded. Suchan
exploit sysemcould easly beimplemeredwith themigraton senice. We would lik e to offer thisen-
vironmentasatool to evaluatedifferentschediling systensandchargingalgarithmswith real-world

applicatiors.

8.4.5 Sewice Flow Control

It would be faschatingto investigae how the WSFL or its sucessorBPELAWS (seeSectian 4.5.1)
couldbechosnto dexribe compaindhigh-level senicesfrom the undelying fundamentalGPSser
vices. An important advancein the desgn of autoromic appication would be the self-detemined,
dynamicde nition of compoum services,which would be creatd for a paricular situgion andde-
stroyedafteiwards.



Chapter 9

Grid Migration and Spawning Experiments

This chaper presatsexpeliencesandexperimentsthatwe condictedwith the migration senice ervi-
ronment,descibedin the previouschapers. We focusontwo of the Grid casestudesthatwe outlined
in theintroduction of thisthess: Grid migration andapplication spavning

We startthis chgpterin Section 9.1with asummaryof thefoundatiansthatwe have now athandto
experimentwith migraion andthespavning. We thenacquant thereacder with theclient applicatiors:
Section 9.2 descrbesa lightweight scalarwave evolution codeanda numeical relativity simulation.
Both arebasedon the CactusCodeand are developedat the Max Planckinstitute for Gravitational
Physics. A gerome analyss code,which is developed at the TechnicalUniversity of Munict? is
introduceal in Section9.3. In Section9.4, we take a look at different migration, spavn and auto-
recovery experimernts with the numercal relativity client code In Section9.6 we descibe migration
experiences andvisudization techiques for the geromeanalysis code.

9.1 Summarizing Migration and Spawn Infrastructur e

We now have all the tools in placeto realze the scerarios that have beenour initial motivation:
after analyZng theunreliable Grid infrastructure, we deriveda service topology which possesedault
tolerantproperties.We provided aninformation strudure,which is ableto presat a compat view of
objectsonaGrid. Weimplemeniedamigraion andspavn senice ervironmert asGrid PeerServices
Fundanentalandhigh-level servieesarejoined togeherto provide faut-tolerant task spavning and
migraion capalilities.

As mentioredwe needto posefundamentalrequremens to anappication to make it eligible for
migraton: it mustpossasa hardvareindependace andit mustbe ableto checlkpoint andrecover
from a checkpoint. Our testapplcationsful Il theserequremens. The migration experimentsare
cariied out on a tesbed of machines, which is assemt#d from various Computirg Centersacrcss
Europe. All of thesecentes are part of the European Grid Initiative [30] and cortribute to the Grid
Lab prgject[10]. Thedifferentmachine arelistedin Appendk B.

9.2 CactusMigration Clients

This secton introducesCactusbasedmigration andspawn clients. In Section9.2.1we descibe the
modules (or “thorns”) that have to be compiled for a Cactusclient. Thesethoms provide the apgdi-

cation internal migration and spavn functionality to the applcation coce (like le prepaation) and
allow to contacta migration or spavn servie. In Sectio 9.2.2we descibe a simpletestapplication,

Section 9.2.3introduces a numerial relativity simulaion.

‘hitp:/ivw  w.aei.mpg.d e
http://iww  w.tu-muench en.de
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9.2.1 Migration and SpawnCapabilities for a CactusClient

As explainedin Section3.4, the CactusCode enforcesa modula “thorn” strudure on the codes
thatareprogammedin this framewnork. The modula appoachhasthe advantagethat all migration
and spavning technology can be hidden in separge thoms, without touching ary of the scienti ¢
simulation routines. In othe words,the autha's of the scala wave codeandtherelativity simulation
arenot at all involved in the migration and spavning of their codes Insteal we areable to develop
new capalilities andprovide them to scientistsfor instantuse

Migrati on and SpawnThorns

Below, we brie y list the modules, which contiibute the migration and spavning interfacesto the
client code andneedto be addel to the Cactuscompliation.

WormBase This thom providesthe request hardling routines, like extracting the envelope
information, makingthe requestedprocedurecalls and managirm failing requestandresporse
messags(seeChaper 7 for defails). The samemodue is alsousedby the Grid Migration and
Spawn Services It allows theclientto sendandreceive RPCmessags.

WormNG: Thisthom is in chargeof communcatingwith the migration sener. It queriesthe
AIS for anactive Grid Migration Sener in regular intervalsandpublishesuserinformationto a
“personal AIS”. WormNGtriggersthe checlpoint procedire: a migration canbe setoff aftera
specied numbe of iteraion, afteraceriaintimeinterval or if amigration signalfrom anAlS is
received. WormNGgeners#estherestat paraneter les, it expressesnformationonchechpoint
andparamete les in a Grid Objectandcommuntateswith the migration sener. WormNGin
conjunction with Grid Pingsupportsautotecovery.

Spawner. The Spavneris a thorn, which discoversthoseroutinesin a Cactis executiblethat
canbe spavned. The initial spavner desigh wasdonre by Allen [59]. The Spavner takes ad-
vantaye of the scheluling systen within Cactus.As explainedin Section3.4, all routinesare
schedled and execued by the Cactusschealuler The schediler iderti es the locaion of a
routinein the program o w andthe numberandtypesof agumentsthat this routine receves.
The Spavneris a replacementof the Cactusschediler. For spavnable routinesit initiatesa
checlpoint which containsexactly those variables, which would have beenpasséd throughin
afunction call. Routines, which canrot be spavnedareexecuedin thetradtional way. A pa-
rametercontols whether spavnable routinesareactually spavnedor executel intermally. The
Spawvner create a paraneter le which instructsthe executableto readin the checkpoint and
executetheroutine.

The le informationis pasedto the WormNG module which handesthe commurication with
thespavn sener. Thespavn sener transfersthe datato a newv hostandrestats the application
which now only execuesthe spavnedroutine.

GridPing: This thom providesthe Grid Ping Servicecapalilities as descibed in 7.2. It is
optional andnot requiredto request migration andspavning.

Other Required Thorns

The migration and spavn thorns rely on the following thorns, which are part of the CactusCode
frameawork. Thesethorns maydependon othe thorns, which arenot descibedhere
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HTTP: This thorn providesHTTP communi@tion. It opensa port on the execuion hostand
acceps HTTP Postand Sendrequests, e.g. from web browsers. Programmes can register
functions with URLSs, which are executedwhenthe URL is requested. All GPSweb pages
shawn in this thesisare suchdynamically gereratedHTML code. WormBaseusesthe HTTP
thornto receve theincoming RPCrequest.

IOHDF5, IOHDF5ULIl : ThethornlOHDFS5 providesl/O capailitiesin theHDF5[53] format
It is usedfor chedkpointing in the CactusCodeframewvork. IOHDF5ULIlI's API is useld to access
thelOHDF5 datastrucure.

IOStreamedHDF5 This thorn allows the streamirg of checkpoint les from oneapgication
to anaher. It circumventsthe writing, tranderring and readirg of chedkpoint les. Check-
point streaming requres an execuion overlap betweenthe serding, “old” simulaion andthe
receving, uninitialized code.

9.2.2 ScalarWave Simulation

Thescalarwave simulaion is alightweightapgication usedto testthe migration serviees. Beforewe
target realworld apgdications, we usethis program to andyze and examire the functionality of the
migraion servie. Theresaircerequrementof thetestapdication aremodest:

TestSimulation, small TestSimulation, large

Grid Size: Grid Size:
Flops per Grid Point: 12 Flops per Grid Point: 12
Grid Functions: 7 Grid Functions: 7
Runtime: Runtime:
Total Memory: 1.4MB Total Memory: 11.5MB
Checkpoint Size: 1.3MB Checkpoint Size: 10.4MB

The scabr wave test simulation is implemeried in the CactusCodeframeawork, which contibutes
checkpoint capabilities andplatform indepenance.The thorns which enabk migraton for the scahr
wave simulaion areidertical to thoseusedfor the numercal relativity simulaions.

9.2.3 Numerical Relativity Simulation

Another client for our migration and spavning experimentsis a numerial relativity simulation im-
plementedwith Cactusanddevelopedat the Max PlanckInstitute for Gravitationd Physics Albert
Einstan Institute (AEI). A resarchbrand atthe AEI focusesonthedetaled desciption of relativistic
phenomenahrough numerial simulaion.

The detailed desciption of gravitating objectslik e binary black holes andgravitational waves|1,
2] is oneof the mostimportart probemsfacing relatvity today: Binary black hole systens arethe
prime canddatefor sourcesof strorg gravitational waves. By the time the gravitational wave detec-
tors like Geo600[55] or LIGO [85] will comeonline, sciertists who analze the detecor datafor
signs of gravitational waves,neal Iter pattensto know whatto look for. The Einsteinequdions,
which descibe sud relativistic scenaios, area fully coupled elliptic-hyperbolic sygem of nonlin-
earpattial differentialequatons. Finite differencemethod on rectangublr Cartesan meshesareused
for discretizaion. The evolution equdions areevolvedin time with compue intensive scremeslike
leadrog, McCormackandhypertolic shok captuing.
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9.3 GenomeAnalysis Migration Client

Thethird migration client is a philogeng¢ic genane anaysis program, called Grid AcceleatedMax-
imum Likelihood (GAxMI) [63]. We start this secton with an introduction of the algorithm and
program (Sectian 9.3.1),followed by a desciption of the modi cations madeto allow it to commu-
nicatewith the migration sener (Section9.3.2). Experimenal resuts are discussedin Section9.6.
With GAxMI we shov how minor modi cationsto atraditional, parallel progran allow it to perfam
autoromic migratonsin a Grid ervironment

9.3.1 The Maximum Lik elihood Algorithm

Thepurposeof philogeneic studiesis to estimatethe evolutionaly genedogy of agroup of speges. It
is usedto recanstruct evolutionaty ties betweenorganismsandestimatethe time of divergencesince
they lastsharedca commonancestor. Themaximumlik elihood apgroachis oneof three majormethods
thatareknownto constucta philogeneic tree.

Like mary probdemsin the eld of geromeanalysis, the perfed philogery problemis NP com-
plete. Heuristics areintroducedto reducethe seart spacein termsof potertial treetopdogies [33].
Still, philogeretic tree calaulations remaincompugtiorally intensive: For instarce out of the large
amountof available data,like the 20,00 mitochondial sequacesin the ARB datatase[13], only a
smallfraction of datawith sizesaround 500 sequ@&ceshave beencompaed.

Philogeny programsoften featue a simple master-verker architecture, which makes the appli-
cation easyto adegpt to various resouce situations Their performanceis primarily dictated by the
numberof available processig elements Philogeny codesstoretheir datain tree formats which
expres thecompkx treerelationshpsandarecompaatively smallin size

Themaste-worker paraligm requres dataexchangewith the worker atthe beginning andending
of aseach process. Unlike the solution processfor partal differential equatons, no syndronization
of global variablesor exchangeof boundary valuesis requred. Thestartyp andcheckmint phasesare
brief andchedkpoint sizesarein the order of megabyte

9.3.2 Adding Migration Capabilitiesin GAXMI

The ancestr of GAxMI [63], called PAXMI [72] (“Parallel Acceleraed Maximum Likelihood”) is
a well testedphilogery program based on the master/verker paradgm andlooks back on a history
of sucassfuly solved problems. Client migraion capalilities wereaddedin a collaboraion by Sta-
matakis, TU Munich and Lanfermann MPI Gravitational Physics Inserting migration functionality
wasa challenge,since the applicationwasnot desighedto be executa in an Grid ervironmen. Pro-
gram modi cations hadto be minimal to keep the reseachers' trust in the algorithm and program
strucure.

With GAXMI we wantto demorstratehow migration capailities canbeaddedo userapgdications
quickly without rewriting major portionsof the code We illustratethe minimal stepsthatwe took to
provide migration capailitiesto PAXMI andcalledtheresuting versian GAxXMI.

Theoriginal PAXMI codehadno soclket communcationcapailities. While it is eay to addsoclet
functionsto permitoutgang communcation it is moreintrusive to the execuion o w to addsoclet
polling capabilities. Becauseve wantedto shav how only smallchangesto anexisting andmatured
program are necessaryfor migraton, we did not restucturethe main execution o w of the program
to accanmodatesoclet polling procedures.

The GAxMI application stats with a masterproces, followed a by a foremanprocess,which
communicéeswith anumbe of worker processesThefollowing additionsto the mastersource code
weremade:
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Registration: GAxMI anmounces itself to the AIS and send information aboutthe machine
thatit currently executes on.

Runtime Information: The applcation send information which re ects the current seach
state.Thisinformation is publishedon the persaal AIS to beviewedby the sciertist.

Migrati on: If amigrationis initiated, GAXMI writesthe seach treeto a checlkpoint, compo®s
the statup commandand speci es the resairce requrements. This informationis sentto the
GMS aspartof themigraton request.

The GAXMI apdication speci es thefollowing information in Grid Objecs andpas®sit alongwith
themigraion request.

Chekpant Files: The client declaes les, which arerequred to restart the program. This is
currertly only two chedkpoint les, for later versionsof GAxMI a paraneterwill beaddel.

Executale: The client informsthe sener abaut the executalte thatis usedto restrt the pro-
gram. If the appication is moved to a different machinearchtectue, the GMS retrieves an
appr@riateexecuablefrom abinary repostory.

Startyp Command Becausehe sener hasno knowledge on how the program wantsto be
startel, GAXMI informsthesener onits starup seqwence.

Resouce Requiements Theclientspec es its resaurcerequrements GAXMI requresamini-
mumof threeprocesorsto launch the masterforeman andworker proceses.This information
is expressedin theresaircepro le of aGrid Object.

Adding Communication: To permittheregistrationwith the AIS andthe communicaion with the
Grid Migration Sener, anumberof routineswereprovidedto performthesoclet opemtions andallow
thetransmisionof areques. The connetion routinesopena soclket comectian to a communi@tion
endooint, which is provided by the AIS or GMS. The trander routinestake a request, serialize the
XML codeand embedthe datain a HTTP heacer strudure. This buffer is written to the soclet
andreceived by the sener. The sener deseializesthe dataandproceedsaccoding to the requested
methal.

Checkpoint Files Structure: Thechedkpoint le doesnotdescrbethefull stateof the simulation.
Thesimulation stake canonly beresbredin conjunction with the original starup sequace. Therefae
we haveto transfertwo les: thecurrentcheckpoint le andtheoriginal seqencele. Forillustration,
we showan excetpt of aninitial sequace les with the namesof the bacteia strards on the left and
their RNA sequaceon theright [13]. This datais andyzed through philogeretic matcting andthe
resuts canbevisudized asshowvn in Figure9.14.

deinonema- ATTTGCCCCAGGGATTCCCGAAAAACCC AGTAAGTGG GGATGGCAGGGAGGAA
ChlamydiaB ~ ATTTTCCCCAGAAATTCCCGRAAAAACCC AATAAATTGG GGATGGCABGGAGGAA
flexistips ATTTTCCCCACAAAAAAAAGAAAAAACCC AGTAAGTEGG GGATGGCAGGGAGGAA
borrelia-b ATTTGCCCCAGAAGTTAAAGCAAAAACCC AATAAGTGG GGATGGCAGGGAGGAA
bacteroide ATTTGCCCCAGAAATTCCCGCAAAAACCC AGTAAATGG GGATGGCAGGGAGGAA
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GAxMI Identi catio n and Security: Thereis currently no roomto storeapplicationrelatedinfor-
mationwith GAxMI. The GAxMI appication asit stand now does notreada paraneter le andthe
GAxMI checlpoint containsonly treerelatedinformation For now, we include informationlik e ap-
plication ID andgereratian court in thenameof thecheckpoint le. Thisis atempaary soluion only,
sinceit is not capdle of transprting theinformationneeddto provide basicsecuity throughauser
name/pasword scheme.The next versionincludesa paramegr le, which contans applicationtID,
userrame,pasword, etc. This le maybeenayptedandaccompaiesthe migrating GAxXMI code.

9.4 CactusMigration Experiments

This secton givesanoverview of the differentmigration experimentsconducted with the scala wave
andnumerica relativity client. In Section9.4.1we showtheresut of asinge-hog referexcemigra-
tion, followed in Section9.4.2with resuts of a migration acros seleced machine of the Europen
EGrid. We descibe the implemenation of a service monitor and demonstate the resuls of a Grid
ping measwementin Section9.4.3.We condudethe migration experimentsin Sectio 9.4.4with the
resuls of anautofrecovery experimert with arelativity simulation.

9.4.1 Migration Comparison Experiments

This secton compaes different transport and startyp methals for the scalarwave testapplication
We wantto estadlish refererce benchmarkswhich arenot effected by the chasactersticsof the Grid.
Therefoe we perform a “lo cal” migration, in which the applicationis relocaed on the samehostbe-
tweentwo different diredories The GMS still tranders les throughscpetc. but we do not have to
be conernedabou the bandvidth uctuation in anexternal network or different1/O performanceof
thesysems.Thereferencemigrationwascarriedout 100timesonthehostori gin. aei.m pg.d e,

a 32 processorOrigin 2000, running R100M MIPS processors.Theload of the sysemwasnegligible
atthetime the berchmarkswereconducted Timing resuts areavereged. The diagram in Figure9.1
shaws two referencemigrationson the samehostorig in.ae i.mp g.de . We shov two applica-
tionswith differentmeshsizes:the migrating apgication to theleft writesacheclkpointof 1.3 MByte,
the apgication to theright hasa checlpoint of 10.3MByte. The GMS alsotrandersa complée exe-
cutabe of 5.3MByte andaparaméer le of 300Byte. Timing resuts areshownfor thedatatransfer,

execuion, feedlack andcleanup phase.

Discussion: For Cactusbase simulations,the mosttime-consumirg phaseis required for the data
transer. For the two checkpoint sizesshawvn, the tota amour of datais dominatedby the size of
the executdle. For larger checkpoint sizes, the size of the executdle becaneslessimportant. The
codeexecution and clearing is identcal, it is governal by the speel at which the shdl connection
canbe estalished The feedba&k time is the secoml longest pha®: an interective resart procedure
(not through a queue), which yields instant executian of the code. The feedkack time depads on
the paceat which the simulationis recovering from the chedkpoint, followed by the registration with
the AIS. We cannd directly idertify thefeedbacktime with the duraion of the checkpoint recovery,
evenif we subtrat registration overhead, for the foll owing rea®n: The GMS checls the AIS with
anexponental backoff strateyy, startirg with atwo se®nd poll interval, which is douded on every
secoml trial. Therefae, we seedisaete insteadof continuousfeedbacktimes: The rst AIS poll
returrs aninactive statis for the apgdication, the secoml poll four secandslaterretumsactive.

In Figure.9.2we comparghesshbasel execuion with a Globus/GRAM base&l submisionfor the
applicationwith thesmallchedkpoint. Thereis virtually nooverheal usinga Globusbasel submission
systemover secue shellexecutian. We have seenthatmostof thetimeis usedfor thetransferof les.



9.4. CACTUS MIGRATION EXPERIMENTS 105

Figure9.1: Origin-Origin referencemigraion for asmallandlarge checkpint le, shoving therequiedtime
for themigration phases.

Figure9.2: Comparisomf execttion methals: GSI-ssthasedshellexecution vs. GlobusRSL scriptexecttion.
Performanceof thetwo methalsis nearlyidentical.
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Figure9.3: Comparisorof transfermethod during the le copy phasefor a smallcheckwint le. Migration
transferis carriedout by a combiration of scp,sftp andcheckmint streaming.Streamingedu@sthe transfer
time signi cantly.

Figure 9.4: Comparisorof transfermethodsduringthe le copy phasefor a large checlpoint le. Fastest
migration canbe achieved by comhbnation of sftp for le transfer(executableandparaneter)andcheckmint
streaming
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Figure 9.5: Comparisorof the adventageof chosing sftp andstreamingfunctionality over the standardscp
le transfemrmethal.

Theoverheadof checlpointwriting andreadng is not captuedheresinceit is partof theapplications
program o w. In Section9.5we andyze compardle I/O requirementfor a spavning event.

In Figure9.3and9.4,we compareseveral le transfermethalsfor thesmallandlarge checkpoint
size respectively. The rst columnshowsascptrander for the executdle andthe chedkpoint (abbre-
viated“CP”) data.The secad columnshowsthe samedatatranskraccanplished through secue-ftp
(sftp). sftp hastheadvantagehatonly the authenicationis enciypted while theactwal datatranseris
not, yielding afasertransferrate. sftpis notnecesarily available on all machireswith sshinstallation
andsftp still requiresatwo-way copy operdion.

To redwce transfe times even further, we experiment with the dired streamirg of a checkpoint

le from the expiring souce simulaton to the uninitialized target simulation. Checkpant streamirmgy

requres an execuion overlgp betweenboth apdication andopenportson both hosts It is therefore
not generdly applicableto any migraton, but still worth to look into. Columnthree andfour of both
diagriamsshaw the le trander for the executdle andparamegr les through scpandsftp methods
respectively, while the checlpoint (CP) is direcly streamed The relative spea of the migration
increaseghe more the checkpoint domindesthe total datasize asshovn in diagram 9.4. Note the
long time spert in thefeedbackstat, shavn in columnthreeof bothgrapts. Thisis the binning effect
cawsedthroughthepolling intervals. Themigrating apgication hasnevertheles stared. In Figure9.5,
we summariz the speelupthatwasgainedby usingsftp andchedkpoint streaning over a normalscp
transfer. In Figure 9.5, we shov the speedupthat we gainedby using sftp andcheclpoint streamimy
over normalscptrander.

9.4.2 EGrid Migration Experiments

In Figure 9.6 we showthe resuts of a migration experimert carried out on machireson the EGrid.
For eachof the six hoss, we performed20 migraions, resuting in 120 migraions over a time of
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Figure 9.6: Cyclic migration acrossmachires of the testbed. The x-axis denotessouce andtarget host,
abbeviatedwith hostnane andtop level domain

apprximately 20 hous.

Eachcolumndescibesthe migration betweenthe two hoss, (hostname.tp-level domain) The
barsillu stratethe time requrementsfor the migration phass, as repated by the Grid Migration
Sener. It is dif cult to derive ary sensble statanentsfrom this data,exceptthat uctu ationsarea
fact: Thevariaton of bardwidth wasquite large. For example the Clean-Upphag shovn (column )
invokedonmat. ruk.c uni. cz is basa& onasshaccesso themachire but still takesanexcesive

secads. This canrot be cauisedby a onetime event, since we removed the worst and bestdata
setbefare averagng thedata It might have beencausel by anill-c on gured sshdaemonwith reverse
namelookup problems. Transfertime includes le transferduraion from the soure to the senerand
from the senerto thetamget hod. Sincetherequestis madeto a Grid File Serer, themigration sener
only receivestheresultof the copy opeationbut camot distinguishthetwo datatransers.

9.4.3 Ping Service Monitor

In Figure 9.7 we showa 75 minute excergt of the ping statisics for ping clients that were dedoyed
acrossmachiresin the EGrid. The ping reply timesare effected by the network qudity andload of
themachie, becaisethe ping clients areexecutedin usermode.Thelarge uctuationsin reply time,
espe@lly seenin the bottom graph canbe contributed to shifting load onthemachne.
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The ping clients are supprtedthrough a senice monitor (see8.3), which autamatically restats
failing apdications. For modi4 .ncs a.uiu c.ed u note the regular interruption in the respnse
time. Thisis caugd by the hostsysten terminaing ary interactve programafter 15 minutes. On
uranu s.cs .uni -pots dam.de asimilar interruption of unknown causecanbe seen Theservice
monitor re-deploys a new ping client.

Grid Ping Response Time
Service Monitor on origin.aei.mpg.de
L L L AL L I L L B |

10

modi4.ncsa.uiuc.edu

mat.ruk.cuni.cz
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Response Time / sec

Ool 1 l 1 l 1 l 1 l 1 l 1 l 1 l 1 l 1 l
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Figure 9.7: Pingreply numkerswith automatigping client restart.Extractof longtermping monitor statistics.

9.4.4 Automatic Recovery

Client appications are the most vulnerable comporentsin a distributed servie ervironment The
senice monitar offersaninstrumentto autbmaticaly restat client applicatiors. Figure9.8 shavs an
autorecovery experiment conductedon mod4.n csa.u iuc. edu. This hostkills all interactive
jobs after 15 minutes (asillustratedby the Grid Ping resporsetimes). We usethis machineasour
disruptive testled. Figure 9.8 shawvs a sequace of 6 simulaton phass. The simuldion stateas
repatedby the AlS is plottedat the bottom: it alterratesbetwea INOP (inopeational) andACTIVE
Thestates areoverlaid with the ping respnsetime of the servie monitor. In theinitial pha, pinging
does not startimmediatdy: The ping monitor requestsapdicationsfrom the AIS in regular intervals.
The absere of ping actiity falls into this interval. The inset showsa blow-up around the time
thatthe applicationis setINOP. Note thatthe ping resporsesare not recaved, but the applicationis
still marked ACTIVE The AIS requires multiple failing respnsesbeforean appication is dedared
inoperatonal.

9.5 CactusSpawnExperiments

In this secton, we descibe our spavn expelimentsandshowunder which condtions spavning either
speedsup or detaioratesthe pefformanceof themainexecuion. As de<ribedin Sectian 8.2 “spawn-
ing” denoesthe process of idertifying routinesin the program o w, which have no impacton the
ongoing simuldion andcanbe execuedindependently of themainroutine.
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Application Autorestart on modi4.ncsa.uiuc.edu
GMS on origin.aei.mpg.de
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Figure9.8: Automaticrestartof anapplicdion on modi4.ncs a.uiuc.edu

For the foll owing expelimentwe usean appaenthorizon ndin g (AHF) algarithm that operdes
on numerially evolved bladk hole data. We timed ve succesive AHF events. In Figure 9.9 we
comparethe spavned andinternal execution of the AHF. The o w chartof the programis shovn in
theleft insetof the gure. We comparethe main program phass Initialization, Evolution, Analyss,
Communicatn, I/O and Total Time for eachof the three apgdications: the full simulaion, which
includestheinternal executionof theanalsisroutine, thespawnparent, which spavnsoff theanalysis
routine and the spawn client, which execues only the analysis routine. The size of meshwas
resuling in chedkpoint of MByte perspavn eventandwith 84 meshvariales.

In this speci ¢ casewe obsevwe thatspavning speed up the mainalgotithm:

1. Spawvning permits to redice the total time consimedby the parert apgdication. The parert's
analysisbarincludesthetime sper to write the spavn chedkpoint andis therebr notzera The
spavn parentmay spendsigni cantly shorertime on expersive compue resairces.

2. Spawn clients nish fast: only therecovery opeiation andthe analysisroutine contibute to the
total time. Otherphasse (like initi alization or evolution) do not contiibute.

3. Spawn clientsareusualy verylean becaisethey concentrateonasingde routine,they canhave
areduwedmemorycongaumption Together with their fastexecution time, they make a perfect
applicationto Il idle machire cycleswhereser possilte.

4. Spavningdoesnotnecessarily redwethe overall timeto compléde thefull simulaionincluding
theandysis proces. Thisis expededdueto thel/O overhea. Adding up the “total time” bars
shaws a extended execuion for the full probem, compaed to the intermal execuion. In this

gure we did notincludethedurationfor datatrander or waiting in the queue

We descibe a special casebelow, wherespavning detegioratesthe perfarmanceof the parentapplica-
tion.
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Figure 9.9: Comparingthe spavnedanalysisroutine to the internal execution: While the total time (spavn
clientplusparen) is larger thanthetotal time spentfor internalexecuion, the“parert time” onamainmachire
is reduced This plot doesnotinclude thetime spentfor datatransferor queuewait time.

Critic al Ef ciency:  Spavning introducesadditional I/0O for checlpoint writing and recovery and
adds anetwork overheadfor datatransport, posdbly evenwaittimein batchsygems.Theseoverheals
averydynamic they depend onthenetwork traf c, stateof thequete, etc. Thetotd overhead
canbeestimatel asfoll ows:

If the totd overheal is not compenatedby a fager execuion on an externd machine the
overdl time to calcuate the problemwill be higherthanthe time for aninternal compuation of the
problem. This is expeded and not sumprising. However, spavning givessciertists an oppottunity to
minimize the simulation time spenton expersive high-level resaircesandperform analsis taskson
ecanomiccommodityresairces

Spavning vs. internal compuation hasa critical boundary: Applicationspavning severely harms
the performanceof the parert if the /O processtakes longer than the time spert for the internal
calaulation of the routine. We investigaéd sucha critical casein Figure 9.10and 9.11: Eachof
the two grapts shavs the time (y-axis) spert for spavn-checkpant 1/0O vs. the time for the internal
calaulation of the prodem asthe numbe of processorsincreasesalong the x-axis. We look at two
counteracting developments

1. The spawvn parent uses paralel 1/0 to geneatethe chedkpoint le. Thel/O timeis slightly in-
creasngwith thenumbe of processors Thel/O behaior depemlsontheclient s1/O algoiithm
andthel/O load of themachire.
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Figure9.10 Time adwartageof spavning off a routine compaedto alocal executia, grid sizeis . Here,

a breakevenpointis reachedat four process, wherea local executio is fasterthanbringing spavn datato
disk.

2. The analysisroutine paralelizesfairly well up a certain numbe of processos: The compute
time decreasessthe numbe of processorsbecaneslarger. For thesmallproblemsizeof
thecompue time hasaminimumat processos. Beyondthatthe compuationtakeslonge as
the numberof processorsincreaseswhich is awell knownberavior.

The bottom plot of both graghs shows the difference , subtrating the internal execttion time

from the duraion of spavn-checlpoint 1/O . Notethatwe compae the I/O time of
the spavn paren with the compue time of the intemal executin. We do not look atthe performance
of the spawn client.

At we derve the critical numbe of procesors wherel/O takesaslong astheintemal
calculationof theroutine. Figure9.10, with ameshsizeof =~ shavsthebre& evenpointof
processorswhile Figure9.11has . Thevalueof depemsontwo chaactersticsof the
application: theparalelizahility of thespavnale routine andof thel/O ervironment (I/O methodand
I/O load). is neverreachedif thespavnableroutine requiresmoretime onasinge processoithan
the 1/O proces andif it posesses lower degree of pardlelization thanthe competng I/O process.
Only caseof are pracical for spavning. For the preparatbon of the spavning

(spawn I/O) takeslongerthentheinternal execution.

It is a detatablehow a spavning application determires the usefunessof spavning a routine:
A rst estimateof canbe computa from the size of the checlpoint andthe I/O chalacter
istics of the device. Suchdatacould be retrieved from aninformationsener. In anotrer approach
the spavning applicationexecuesan experimentto detemine and andchose the
methodwhich is fasest. Thisapproachis probdematicwhenthe behaior of theinternal routine or the
sizeof thespavn les changesin the courseof the program o w. In suchcase, the experimentmust
berepeaatedin regularintervals.

3Amdahl's law plusparalleloverhead.
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Figure9.11: Time advartagefor spavning off a routine comparedto its local execttion, meshsizeis A

breakevenpoint is reachedarourd 14 processa, wherel/O takesthe sametime asinterral execuion.

uranus.haiti.cs.uni-potsdam.de
141.89.59.135

origin.aei.mpg.de
194.94.224.100

Figure 9.12: Migration of a GAxMI apgication betweertwo hosts: While uranus is on a public network,
vidar2 is locatedon a private wirelessLAN andonly visible by origin .aei.mpg.de . Stratgic place-
mentof the Grid File and Grid Shell serviceg(GFS,GSS)on common hostenablesmigrationbetweenboth
hosts.

9.6 GAxMI Migration Experiments

This sectin descrbesthe resuts of a migration expelimentscondwcted with the genomematchirg
coce. In Section9.6.1we showthemigrationresuts, in theSection9.6.2we demorstratevisudization
in aGrid ervironment.

9.6.1 GAXxMI Migration

Figure9.13 shaws the resuls of a “ping-porg” GAxXMI migration betwea two hoss. Note a slight
asymmetryin the datatransferasthe migration from vida r2 to ura nus shawsfaserdatastagng.
Thecauseof thisis notknown. Unlike the migration onthe EGrid, this relocation takesplacebetveen
apublicly visible machne (uranu s.hai ti.c s.uni -pot sdam.de ) andamachirein aprivate
wireless LAND (vida r2 ). Thereis no dired conrection betwea both hoss. In this setup the
migration, le andshell seners arelocatedon ori gin.a ei.m pg.d e, which hasacces to both
resairces Figure9.12illustratesthe service topology thatallows the appication to migratebetween
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Figure9.13: Alternating migrationof a GAXMI appication betweerntwo hosts.uranus is the headnodeof
aclustervidar2 aPCin aprivatewirelessLAN.

hosts which have no direct cortact. In Sectio 9.7, we give discuss appopriate locations for the
different senices.

9.6.2 GAXxMI Visualization on Grids

Grid migraton canbe regarded asan abstaction of the apgdication exection from the application
result latteris of majorinterestto the sciertist. In anautanatedmigraton environmentit is not pos-
sibleto tell wherethe applicationis currently running, or whereit will executenext. Thesedecsions
depem ontheshifting availability of resaurces.Neverthdess thesciertist hasaninterestin obseving
the simulation's progressandmonitoring the resuts asthey aregererated

For the GAxMI project,we worked outtwo soluiionsthatpermitsciertiststo track theprogressng
tree evaluation for a migrating apdication: The GAxMI application broadcass information on the
current gerome matching stateto the persamal AlS, which adwertisesthis information on its web
page.In thismode,GAXMI usesais _inf o requestsandpasgsalongtheapprgriateinformation as
key/value pairs.

In an advanced appraach, GAXMI makes useof the le adwertisemenfeatuesin Cactus[47].
Although GAXMI is not a Cactusapplicatiors, it can use Cactusvisualizaion featues indirectly
through the pAIS: GAXMI sends the current treeto the pAlS in aais _info 2fil e reques, along
with a MIME-Typeextensiorf In this casewe requestthe extersion data/philo.

Whenthe pAIS receiesthe ais _info 2file  reques, it writesthe enclesedtreedatato a le,
assottesthe trarsmittedMIME-Type extengon with it andpublishesthe URL on its web page. A
web browsercan be con gured to starup specal tree reades, whenthe userclicks on a link with
this MIME-Type. Independetly of wherethe genane codeis currently execuing, the sciertist can

*TheMIME-Typespeci eshow awebseneris adwertisingadata le. Typical extensionsaree.g.application/mstscript
which instructsthe browserto opena postscriptviewing program.
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Figure 9.14: The screenshotshavs a genone visualizationprogam, which is launcled automdically by
clicking ontheadertised le, shawn in the lower left brovserwindown. The uppe right window shaws client
informationon apersmal AlS which re ects thecurren stateof thematchingprocess.

atall timesinspectthe ongdng process. In Figure9.14we shav a scre@ shotof AT\P, a Java tool
to visualize philogeretic trees. The program is launched automaically by the browser The lower
right browserwindows lists of the advertisedtree and a paraméer le. The upper windows shows
informationwhich helps reseachersto monitor the progressof their application

9.6.3 GAXMI Summary

With the GAXMI experiment we demonsratedthe capability of the migration servie ervironment
to accessresoucesin private networks. We elatorateon this conceptin Section9.7. We have also
shownthatanautoromic operdion canbe achieved by fairly “Grid unavare” applicatiors. The more
featuresandcapdilities areavailable in a servie ervironment,thefewer tecmology hasto beloaded
onto theclients. A webservie interfaceis basially the only requrementfor aclient to partidpatein
nomadc migraion anduseadvancedisualization tecmiques.

9.7 Positioning of Grid Peer Sewvices

Basedon our experiencewe list the preferredlocation of the variousseners:

AIS: The Application Information Senersandits redundantinstarcesmustbe positionedon
machine, which areaccessiblefrom all patticipating resouces.

pAIS: Thepersmal AIS' mustbe postioned on amachires,which arereactableby anapplica-
tion. For corveniercethey canbelocated closdy to the userto allow faste respnse.Multiple
PAIS cansene adistributed resarchcollaboration.

Shttp://ww  w.genetics.  wustl.edu/ed  dy/atv/
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172.16.2.0

x private

public net
GFS,GSS

171.16.1.0
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Figure 9.15: Grid File and Shell Services(GFS,GSS)an be positiored to allow accesso resourcs on a
privatenetwork. Suchdistribution of servicesdoesnotrequire public IP numkersfor resoures

GRB: Thelocaton of resoucesenersis rathe arbitrary. They musthold contactto themigra-
tion senerandbeableto acces third-party senerslike MDS.

GMS: the migration seners do not neel to have direct cortactto the migration resaurces but
mustbereadableby amigrating appication. TheGMS delegates opeaationsto thefundamental
services,which makesit importantthatthosehave accesgo the sites.

GFS, GSS The le andshellsenersmustbe located on machires,which have acces to the
resoucetha may hostmigrating applicatiors. The GFSandGSSmuststayin contactwith the
GMS.

Resourcesin Private Networks: To allow resouceacaessin multi-domainernvironmerns with pri-
vate networks, the GFSand GSSmustbe located at the interface betwee suchnetworks. The two
privatenetworks172.1 6.1. 0and172.16. 2.0 inFigure9.15areaccesiblefrom thepubic ma-
chinesHeadl andHead2, respectively. If thesemachine arechognto hosttheshdl and le sener,
atwo stage copy operdion to move a le from oneprivate network to anoter. For instance,Conda-
G conrectsits machire pods by using the Globus gateleeperto accessresoucesandthe site's job
schediler. In our scenaio, we go a stepfurther sincewe acces eachresoucediredly. Notethatif a
Globussenice is availableon the headnodes,we canimmediatdy copy to Headl1,2 andlet Globus
take it from there. A dynamic web service orchestraton through WSFL or BPEL4AWSas suggested
in Section8.4.5would allow the propercoupling of copy senicesatruntime.



Chapter 10

Summary of Resultsand Futur e Reseach

In orderto illustrate the contibution of this thess, we review the pastdevelopmentstyle for Grid
infrastru¢ure andcomparet with the possbiliti esthatwe now have at hand.

10.1 Grid Infrastructur e Development

Grid Computirg originatedwithin the scienti c andtechntal computing segmentandsoftwarepad-
ages were often developedin isolaed projects, which focuseal on specal reseach aspets, like re-
souceschaluling, le transfer, etc. The developmentstyle gererateda hotchpotchof protocolsand
stardards Grid middlewarerequred the installation of the samesoftware on all hostsandwasoften
notableto interactwith third-party softwareof similar functionality.

As Grid reseach cooperatons were formed Grid tools becamédess“standalane” and were put
into agreatercontext. Still, theinteroperablity of today's Grid infrastructure canbe vastlyimproved
Applicationrs (or “customers) mustbemmethe driving forcefor Grid development.

Thewebservie idea ts theworld of Grid infrastrucure idealy, assuggestedby the OpenGrid
ServiesArchitecture,which hides the propiietaryimplementatio issues from the senice functiond-
ity. However, mary comporentsof the currert Grid infrastrucurewill remainnonwebserice com-
pliant for a long time. Userapplicatiors are usualy handcodel and do not conform with the web
senice conept eitha. Nevertheless,legag/ applications and usercodes, mustbe incorporaedin a
global Grid service ervironmentaswell.

10.2 Contribution of this Thesis

Themajorrestuts of this thess canbesummariedasfollows:

To descrbethe participarts in complkex scerarios angeneic datamodelfor objectson a Grid
is motivated. We propcsethe Grid ObjectDescripton Languayein Chapte 5 asaninformation
modelto combire the different aspetsof Grid entities.

Weimplemernedatoolkit to createandmanageGrid Objectsandusethistool in theimplemen-
tationof our migration senice ervironmert.

Global Gridsareunreliableandrequre fault tolerantapgications. We suggest the combiration
of webserviceswith a PeerTo-Peerstraegy, Chapte 4. With this unionwe gainasenice and
dataredurdany andareableto overcane the failure of individual senice instances.We call
this fusion of two distinct servicemodels*Grid PeerServies”.

We presenteda migration andspavn ervironment in Chapter8 thatis basedon the Grid Peer
Serviceddea Theervironmert is desgnedasageneic, modula andextensble serviceframe-
work, basedon the P2Ptopdogy. The senice framawvork perfams fundamentaland comple

servies(e.g.copy and migration opemtions resgectiely). It is hierarchicdly struduredand
malkesuseof existing Grid techrology whereer possble.
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We presntedthe concet and implemenation of an Application Information Sener as an
geneic informationregistry to sene appications, senices, le andresaircerelated data. We
introducedthe persmal AIS asatool to view privatesimulaion data independenly of wherea
simulaion codeis execuing.

Thepresatedmigration ervironment enhancesthe throughputfor long-termsimulations

We testedthe migration and spavn seniceswith a Grid-avare simulation code basedon the
CactusCodeframevork andatraditional, Grid-unavaregenane andysis program. We shoved
thatboth areableto migrateautanomicaly.

We analyzed under what circumgancesspavning acceerates the execution of the core algo-
rithm. We measurd thecritical processonmumberfor aspavnable analsisroutine in numercal
relativity.

We demorstratethat the migration servie ernvironment is able to access hidden resaurcesin
private networks.

10.3 Future Work

Througlout this thess we have mentiored related work, pointed out extensbnsand outlined future
projeds. The corcreteandlong term reseach projectstowards an ervironmert that supports auto-
nomiccomputirg are:

NetworkPro les: Takingthe charging network quality into accaunt, we requre an extensbn
of the Grid Objectdatamodel,which desribesthe propertiesof networks.

TimePro le: Thecurrert Grid Objecs have no undestandng of time or duration. We requre
suchinformationto de ne e.g.thestat andterminaton time of resaircesor services.

OGSA:usingOGSA conformal communcationfor the Grid PeerServices would allow usthe
offer a sophisticated securty coneptto migrating apgications.

A new trend in distributed computingis emeping: autcmomiccompuing. Theself-deteminedopea-
tion of applicationsin senice ervironmerts promises anew way to ded with theincreasingcomple-
ity of compue resouces.Making apgdicationsandservice ervironmert progressvely moreaware of
their actionsandfailuresandderive the proper conequertesis essetial for atruly self-governedand
intelligentbehavior



Appendix A
GODsL Toolkit

TheGrid ObjectDescrigtion Language Toolkit (GODsL-Tk)providesasetof routineswhich assisthe
programmerin manipuhtingthe GODsL objectsin the C progranminglanguage.In this chapter, we
list the GODsL-Tkfunctionsandgive abrief example,onhow GODsL-TKis usedto serd amigration
requestwithin a C progran. The GODsL objectsandthe GODsL Toolkit are usedto communicde
the amgumentsfor the various serviesintroduced in Chapte 7.

A.1 Toolkit Functionality

The GODsL toolkit is written in in the C proggjamming language. Otherlanguagessuchas Perl,
C++, are currently not implemeried but the todlkit can be trandatedin a straichtforward fashon.
The GODsL-TkprovidesAPIs for objed managenentandconversian of Grid Objectsinto an XML

represenation. Thetoolkit usesthe xmlIrpc-epi libraries$, which conform to the XMLRPC speg ca-

tion [90]. GODsL-Tk providesroutinesto crede, add combire and deletepro les and containers
TheGODsL-Tkspec cally providesthesefunctions:

A.2 Toolkit Programming Example

Listing A.1 givesan exampleon how the toolkit is used to hande migraton les. This exampleis
taken from a Grid migration client: The client collects informaton on all essetial migraion les
in Grid ObjectgoMig. Thelocd routine WSetSt ruct MachinePr ofil e ("lo calho st*)
storeshognameinformationin the machire pro le mp TheroutinesWGetCheckp oint Info( ),
WPre pare NextP arfi le() andWGetExeln fo gatherinformationon the checkpoint, param-
eter le andexecutble,respectively. The machire pro le mpandthree le pro les areappendedto
the Grid ObjectgoMi g. This Grid Objectis passedalongasthe argumentof a gms migra te()
requestto the migration serner mig serv er .

A.3 Download

Themigrationandspawvn servie ervironmert andGODsL-Tkis work in progresspleaseseethe CVS
secton of the CactusCodehomepgehtt p://w ww.cactus code .org for downloador contact
lanfe r@aei.mp g.de .

Ixmirpc-epiv5.0 by DanLibby, Epinions.comhttp://xml rpc-epi.sour ceforge.net
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Appendx

Free File,S ervice Profile,Con t. ()
Free Resour ce,Machine Profile

,Cont. ()

ToStruct GridObject() Cornversian of an pro le,container or Grid Objectin

ToStruct  File,Service Profile ,Cont. () XML to its C structurerepresentationlf no XML doc-

ToStruct Resource,Machi ne Profile,Cont. 0 umert is speci ed, theroutinewill createandinitialize
anemptystructure.

FreeGrid Object() Releasingf allocatedcontainerpro le or Grid Object

structuresand free the allocatedstorage. The routine
traversesnto substructuresandfreesall of theattached
substructures.

CopyGrid Object()

Copy File,S ervice Profile,Con t. ()

The routinespravide a copy the of the original object

structure(pro le, containeror Grid Object)andreturn

it to the programme The programme is responsible
for freeingthis data.

The rst four routinesappermls take asthe rst amu-
menta containerstructure(of type machine(mc), ser
vice (sc), resourcdrc ) or le (fc )) andappendo this
structurethe contert of the secondcontainerstructure.
Thelastfour routinesappendapro le to acontaine of
type machine(mc), service(sc), resource(rc ) or le
(fc ). Theroutinesare e.g.usedto fuse multiple con-
tainerstructuresnto a singlecontaine.

GQAppFileProf ile(go, fc)()

Copy Resour ce,Machine Profile ,Cont. ()
MCAppMachineC ontainer(mc, mc)()
MCAppMachineP rofile(mc, mp)()
SCAppServiceC ontainer(sc, sc)()
SCAppServiceP rofile(sc, sp)()
RCAppResource Container(rc , rc)()
RCAppResource Profile(rc, )()
FC_AppFileCont ainer(fc, fc)()
FC_AppFileProf ile(fc, fp)()
GQAppMachineC ontainer(go, mc)()
GQAppServiceC ontainer(go, sc)()
GQAppResource Container(go , rc)()
GQAppFileCont ainer(go, fc)()
GQAppMachineP rofile(go, mc)()
GQAppServiceP rofile(go, sc)()
GQAppResource Profile(go, rc)()

This setor routinesappernls a containe or a pro le
structureto a Grid Object(GQ.

ToXMLGri dObject()
ToXML Resource,Machine Contai ner,Profile
ToXML File, Service Container, Profile

0

This set of routinescorverts the a pro le, container
or grid function structureinto the corresponihg XML
structure. ToXMLis theinverseto ToStruc t routines.

Table A.1: GODsL-Tkovewiew, listing the differert routinesthat are availableto manag the Grid Object
structuesin C. Thetoolkit offersconversionroutines to serializeC structurs into their XML represetationas

well asdeserializeXML to C structues.
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GridObject goMig;
GOMachine_Profile mp;
GOFile_Profile localcp, localpar, localexe;

char reqlD;

goMig = GO_ToStruct ();
mp = W_SetStructMachineProfile(” localhost”);

GO_AppMachineProfile(&goMig, mp);
goMig key = strdup((char )w_id);

localcp = W_GetCheckpointinfo();
GO_AppFileProfile(&goMig, localcp);

localpar= W_PrepareNextParfile(localcp);
GO_AppFileProfile(&goMig, localpar);

localexe = W_GetExelnfo ();
GO_AppFileProfile(&goMig, localexe);

reqlD = Wxml_NewRequest(migserver , goMig,
REPMODE_RESULT,
"gms_migrate” , "default_ok”);

Listing A.1: Migration Files: The Grid objectgoMig describesa setof migration les through a machire
pro le (mp andthree le proles (loca Icp ,localpar ,localexe ).




Appendx B
Grid Peer Selrvice Testbed

Thefoll owing machireswereusedto investigae the behaviorof the Grid PeerServicesandconduct
the migration andspavn experiments. We give a brief descrption of the machine, which assemted
thistestbeal.

Submis-
. Processor Access )
Hostname Institute oS Tvoe Methods sion
yp Methods
ori- MPI for Gravitat- IRIX R100® gsi,ssh | Globus
gin.aei.mpg .de ional Physics
National Centerfor
Supecomputer IRIX R120® gsi,ssh Glokus,
modi4.ncsa. uiuc.edu . ' LSF
Applicaions
. . University of
ura}nus.han -CS. Potsdam Compuer Linux Pentium4 ssh Glokus,
uni-potsdam .de . PBS
Science
eschervep ¢ European Centerfor
gescher.vep  ¢. Parallel Computing Linux Pentium3 gsi PBS
univie.ac.a t
Vienna
CharlesUniversity
mat.ruk.cun i.cz in Pragug Computer | IRIX R120® ssh Glohus
Science
University of
fermat.cfs. ac.uk Manmestgr IRIX R120® ssh -
Computatio for
SciencdCfS)

TableB.1: Machinesof the Testbed.
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Globus SecurityInfragructure, seeGSI '
GMS, 88,99 Java, 13
client, 89 Javelin, 22
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Legion, 18 senice monitor, seemonitar
Lightweight Directory AccessProtoco| see SimpleObjectAccessProtocd, seeSQAP

LDAP
Load Sharirg Facility, 20,22
LoadLeveler, 20

Maui Schedler, 21
MDS, 19,85, 86
meta-compting, 18,50, 82
Metacompting Directary Service seeMDS
migration, 6,91,109,118
monitor
application 78
servie, 100
application 114
servie, 113

Network WeatherService seeNWS
nomadicmigration, seemigration
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OGHA, 33,57
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PACE, 21

PAPI, 25

PBS 20
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Request
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two-phase,64
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simulation prototyping, 10
SQAPR, 35,37
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storageGrids, 11
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SvRablo, 21,25
Symphay, 22,24,26

TENT, 22,25

uDDI, 32

uniqueidentier, 48,100

Universal Descripton, Discovery andIntegra-
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Web Service,28, 33,35
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Web ServiceFlow Language, seeWSFL
WSDL, 32,57
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