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– Reguläre Sprachen und Ausdrücke
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Siehe Mitschriften auf dem DDI Server
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• Komplexitätstheorie

– Komplexitätsmaße

– Komplexität von Algorithmen

– Untere Schranken für die Komplexität von Problemen

– NP-Vollständigkeit
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– Sind bestimmte Berechnungsmodelle/-sprachen besser als andere?

– Gibt es Grenzen dessen, was prinzipiell möglich ist?
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• Wie über den Stand der Technik hinausgehen?
– Unlösbare Probleme können heuristisch angegangen werden

– Approximierende und probabilistische Lösungen können effizienter sein

Theoretische Analysen sind billiger als

fehlgeschlagene Experimente
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– Vorstellung und Illustration zentraler Konzepte

– Wöchentlich Fr 11:00–12:30, 14-tägig Mi 13:30-15:00

• Übungen

– Vertiefung/Anwendung durch Aufgaben, Quiz, Klärung von Fragen

– 6 Gruppen, 14-tägig je 2 Stunden —— bitte verbindlich eintragen

• Sprechstunden

– C. Kreitz: Mo 13:30–14:30 . . . , und immer wenn die Türe offen ist

– E. Richter: Di 10:30– und nach Absprache

– Tutoren: individuell in Übungsgruppen vereinbaren
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• Vorlesung ist “unvollständig”
– Die Idee (Verstehen) zählt mehr als das Detail (Aufschreiben)

– Es hilft, vorbereitet zu kommen
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– Teilnahme an Probeklausur

– 50% der Punkte in den Hausaufgaben (14-tägig)

– Hausaufgaben dürfen von Gruppen bis 4 Studenten abgegeben werden

• Vorbereitung auf die Klausur
– Feedback durch Korrektur der Hausaufgaben

– 5-Minuten Kurzquiz in Übungsstunde

– Präsentation eigener Lösungen zu Hausaufgaben + ad hoc Übungsaufgaben

– Klärung von Fragen in Übung und Sprechstunden

– Feedback durch Ergebnis der Probeklausur

Fangen sie frühzeitig mit der Vorbereitung an
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+: Individuellere Leistungskontrolle

−: Unnötige Schreibarbeit für Lerngruppen

−: Geringer Lerneffekt, wenn Lösungen kopiert werden

• Vorrechnen in Übungen als Pflicht?

+: Großer Lerneffekt: Lösung muß verständlich gemacht werden.

−: Oft sehr zäh und langweilig für die anderen Teilnehmer

−: Nur wenige machen es freiwillig - Zwang nötig?
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• Es geht um mehr als nur bestehen

– Das wichtige ist Verstehen

– Sie können jetzt umsonst lernen, was später teure Lehrgänge benötigt

– Wann kommen Sie je wieder mit den Besten des Gebietes in Kontakt?

• Die Türe steht offen

– Lernfrust und mangelnder Durchblick ist normal aber heilbar

– Kommen Sie vorbei und stellen Sie Fragen
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– Benutzen Sie externe Ideen (Bücher/Internet) nur mit Quellenangabe
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• Mehr zur Arbeitsethik auf unseren Webseiten


