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Abstract. In this paper, we revisit a temporal extension of Equilibrium Logic (the logical characterisation of Answer Set Programming) that introduces Linear Dynamic Logic modalities. In particular, we further incorporate to this extension (we call Linear Dynamic Equilibrium Logic) an explicit negation operator, treated as a regular logical connective. We explain several formal properties of this new extension. For instance, we prove that some temporal operators that were not inter-definable, become so if we allow the use of explicit negation. Finally, we also introduce and study a new temporal operator called “while,” that is an implicational dual of “until” and may be useful as a basic connective for temporal logic programming.

1 Introduction

Based on the answer set (or stable model) semantics [12, 13] for logic programs, Answer Set Programming [17, 18] (ASP) has become one of the most successful paradigms for practical Knowledge Representation and problem solving. Although ASP is naturally equipped for solving static combinatorial problems up to NP complexity (or \(\Sigma^P_2\) in the disjunctive case) its application to temporal scenarios has been frequent since its very beginning, partly due to its early use for reasoning about actions and change [14]. Temporal problems normally suppose an extra challenge for ASP for several reasons. On the one hand, they normally raise the complexity (in the case of classical planning, for instance, it becomes PSPACE-complete [6]), although this is usually accounted for by making repeated calls to an ASP solver. On the other hand, temporal scenarios also pose a representational challenge, since the basic ASP language does not support temporal expressions.

To fill this representational gap, a temporal extension of ASP called Temporal Equilibrium Logic (TEL) was proposed in [10] and extensively studied later on [1]. This formalism constitutes a modal linear-time extension of Equilibrium Logic [19] which, in its turn, is a complete logical characterisation of (standard) ASP based on the intermediate logic of Here-and-There (HT) [16]. In a recent line of research [9], TEL was extended to cope with finite traces (which are closer to ASP computation), leading to an implementation of a first temporal ASP solver, telingo [8]. Finally, following similar steps to [11], where the relation between Linear-Time Temporal Logic (LTL) [20] and Linear Dynamic Logic (LDL) for finite traces was studied, an LDL extension of ASP was analogously introduced in [5, 7]. This latest extension, called Linear Dynamic Equilibrium Logic (DEL), essentially introduces dynamic logic modalities that allow for describing temporal paths in terms of regular expressions. To put an example, the formula \([\neg\text{help}](\neg\text{help} \rightarrow \text{sos})\) behaves as a logic program rule that repeats sending an sos while no evidence of help has been received along a sequence of states. DEL is general enough to cover LDL, as it shares the same syntax but introduces non-monotonicity with the definition of temporal stable models. It also covers LTL and TEL as particular cases, since LTL temporal operators can be defined as particular cases of DEL expressions: for instance \(\square p\) (i.e. \(p\) always holds) can be represented in DEL as \([T^+\alpha\neg\alpha]\). Despite this generality and as a consequence of its novelty, many features of DEL are still unexplored. In the implementation side, an extension of telingo to incorporate dynamic logic expressions is being developed. On the theoretical ground, however, there are still many open representational issues such as expressiveness in comparison to TEL or in combination with other ASP extensions.

In this paper, we study one of such combinations that has not been tackled so far: the incorporation of the explicit negation operator (as a regular logical connective) into temporal ASP. Both in ASP and in its logical counterpart, Equilibrium Logic, the standard negation operator stands for default negation, that is, \(\neg p\) represents that “there is no evidence about \(p\).” However, in many ASP scenarios, and in most of those related to reasoning about actions, we frequently find a second negation operator, we call explicit negation and denote as ‘\(\sim\)’. This second negation represents explicit falsity so that \(\sim p\) means that “there is evidence about the falsity of \(p\).” Explicit negation was first introduced in [13] and is extensively used nowadays in ASP, although only applied to atoms. Its treatment as a logical connective was first proposed with the definition of Equilibrium Logic [19] and was recently revised in [2] for a better behaviour with respect to program reduct transformations. For instance, using this operator, we may not only write rules like \(\neg\text{guilty} \rightarrow \sim\text{guilty}\), meaning that guilty is explicitly false by default, but also nest \(\sim\) in an arbitrary way, as in \(\sim(\text{money} \land \text{time}) \rightarrow \sim\text{travel}\) meaning that I do not travel if I do not have time and money. This last expression is actually equivalent to the pair of rules \(\sim\text{money} \rightarrow \sim\text{travel}\) and \(\sim\text{time} \rightarrow \sim\text{travel}\). Although [2] provides a full interpretation based on stable models for arbitrary propositional theories with explicit negation, the use of this operator in temporal ASP has been completely unexplored up to date. In this paper, we provide an extension of DEL for incorporating explicit negation and study its properties. Since DEL can be defined as a particular case of DEL, we also provide a semantics for explicitly negated linear-time temporal operators. For instance, we prove De Morgan-style properties and show that \(\sim\sim\text{danger}\) is actually equivalent to \(\sim\text{danger}\), that is, \(\text{danger}\) is always explicitly false. Moreover, we prove that explicit negation allows some inter-definability of operators like \(\square p \equiv \sim\sim p\) something well-known to fail in TEL when using default negation, that is, \(\square p \neq \sim\sim p\). In the last part of the paper, as a result emerged from the study of DEL, we introduce a new temporal operator for TEL called while and somehow dual to the standard until from LTL.

This paper is organised as follows. The next section introduces the syntax and semantics of DEL with explicit negation, defining tempo-
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ral operators from LTL as abbreviations. This section also explains the different types of equivalences that arise and provides several fundamental properties. Section 3 is focused on the *while* operator and provides properties that characterise its relation to *until* and *release*. Finally, Section 4 concludes the paper.

### 2 Syntax and semantics

Given a set $\mathcal{A}$ of propositional variables (called *alphabet*), the grammar rules for dynamic formulas $\varphi$ and path expressions $\rho$ are mutually defined as in [11], but here adding the explicit negation operator $\sim$ in the following way:

$$\varphi ::= a | \top | T | [\rho] \varphi | \langle \rho \rangle \varphi | \sim \varphi$$

$$\rho ::= \tau | \tau \rho | \rho \rho | \rho^{-}$$

Each $\rho$ is a regular expression formed with the path constant $\tau$ (read as “step”) plus the usual test construct $\varphi?$ from Dynamic Logic (DL [15]) and the converse operator $\rho^{-}$ for switching the temporal orientation from future to past and vice versa. A path expression not containing any test construct $\varphi?$ is said to be *test-free*. Note that, as in [11], we depart from DL, where atomic path expressions are *actions* from a different sort from propositional atoms. Here, we only define one atomic expression, $\tau$, but will allow using Boolean formulas for that role too, introducing them through an abbreviation. Still, the reader may have noticed that formulas do not include Boolean operators. This is because they can be actually defined in terms of the necessity and possibility modalities in the following way:

$$\varphi \wedge \psi \overset{\text{def}}{=} \langle \varphi? \rangle \psi \quad \varphi \lor \psi \overset{\text{def}}{=} (\{ \psi? \} \cup \{ \varphi? \}) T$$

$$\varphi \rightarrow \psi \overset{\text{def}}{=} \langle \varphi? \rangle \psi \rightarrow \perp$$

Double implication $\varphi \leftrightarrow \psi$ is defined in the usual way as $(\varphi \rightarrow \psi) \wedge (\psi \rightarrow \varphi)$. Note that, while conjunction is expressed in terms of possibility $(\varphi?)\psi$, its dual for the necessity operator $(\varphi?)\psi$ is not a disjunction, but an *implication* instead. This is an important feature, since implication in intuitionistic and intermediate logics (like $\lambda$) is an elementary Boolean connective that cannot be defined in terms of the others. Note also that default negation $\sim \varphi$ follows the standard definition from intuitionistic negation in terms of implication $\varphi \rightarrow \perp$ which, in our case, amounts to $(\varphi?)^\perp$. We say that a formula is *propositional* if it only contains combinations of $\wedge, \vee, \rightarrow, \leftrightarrow, \sim, \top, \perp$ and atoms. We will allow using any propositional formula $\varphi$ as a path expression standing for $\langle \varphi? \rangle \tau$, something also done in LDL [11]. In particular, this allows us using $\top$ as the path expression $(\langle \top? \rangle \tau)$ which, as we see below, amounts to $\top$. Another abbreviation we use is the sequence of $n$ repetitions of some expression $\rho$ defined as $\rho^n \overset{\text{def}}{=} \rho \rho^n$ which amounts to $\rho; \rho; \rho$, as we will see when describing the semantics. We sometimes use $\rho^n \overset{\text{def}}{=} \rho; \rho^n$, that is, repeating $\rho$ at least once.

As with Boolean connectives, LTL modal connectives can be defined as derived operators as follows:

$$\Box \varphi \overset{\text{def}}{=} (\tau) \varphi \quad \Diamond \varphi \overset{\text{def}}{=} [\tau] \varphi$$

$$\Box \psi \overset{\text{def}}{=} (\tau? \psi) \quad \Diamond \varphi \overset{\text{def}}{=} [\tau?] \varphi$$

$$\varphi U \psi \overset{\text{def}}{=} (\langle \varphi? \rangle \tau?) \psi \quad \varphi W \psi \overset{\text{def}}{=} (\{ \psi? \} \tau?) \varphi$$

$$\varphi R \psi \overset{\text{def}}{=} (\psi U (\varphi \wedge \psi)) \lor \Box \psi \quad F \overset{\text{def}}{=} \top \perp$$

Operators $\Box, \Diamond, U, R, U, R$ are the standard next, eventually, always, *until* and *release* from LTL. Operator $\Diamond$ is the weak dual of $\Box$ and is relevant for finite traces: $\Diamond \varphi$ means that $\varphi$ holds in the next state, if there is a next state. Using the weak next we can define, for instance, formula $F$ as $\Diamond \perp = [\tau] \perp$ that holds when we are at the *final situation* of a (*finite*) trace. The expression $\varphi W \psi$ is new: it corresponds to the genuine necessity-dual of *until* and it is read as “repeat $\varphi$ while $\psi$ holds.”

Note how this formula in DEL is different from *release*, which is the standard dual operator of *until* in LTL. We discuss this new operator in detail in Section 3. Analogous past-oriented operators can be defined by replacing above any path expression $\rho$ by its converse $\rho^{-}$. For instance, $\varphi R \psi$ would correspond to the *previous* operator. For simplicity, we omit past-oriented temporal formulas in this paper since all the properties studied here are trivially extrapolated to that case.

A formula is *temporal*, if it includes only Boolean and temporal operators. A dynamic formula is said to be *conditional* if it contains some occurrence of an atom $p \in \mathcal{A}$ inside a $[]$ operator; it is called *unconditional* otherwise. Note that formulas with atoms in implication antecedents or negated formulas are also conditional, since they are derivable from $\cdot$. For instance, $[\rho?] \perp$ is conditional, and is actually the same as $\rho \rightarrow \perp \land \neg p$. As usual, a (*dynamic*) theory is a set of (dynamic) formulas.

For the semantics, we rely on the idea of linear sequences of states, called *traces*. An *explicit literal* is a formula just formed by an atom $a \in \mathcal{A}$ or its explicit negation $\sim a$. A state $H$ over alphabet $\mathcal{A}$ is a consistent set of explicit literals for atoms in $\mathcal{A}$, that is, there is no atom $p \in \mathcal{A}$ for which $\{p, \sim p\} \subseteq H$. Now, for denoting intervals of time we use the following notation. Given $x \in \mathbb{N}$ and $y \in \mathbb{N} \cup \\{\omega\}$, we let $[x.y]$ stand for the set $\{i \in \mathbb{N} | x \leq i \leq y\}$ and $(x..y)$ for $\{i \in \mathbb{N} | x \leq i \leq y\}$. A trace $H$ of length $\lambda$ over alphabet $\mathcal{A}$ is a sequence of states $H = (H_{\lambda})_{\lambda \in \{0..\omega\}}$. Trace $H$ is *infinite* if $\lambda = \omega$ and *finite* otherwise, that is, $\lambda \in \mathbb{N}$. Given traces $H = (H_{\lambda})_{\lambda \in \{0..\omega\}}$ and $H' = (H'_{\lambda})_{\lambda \in \{0..\omega\}}$ both of length $\lambda$, we write $H \leq H'$ if $H_{i} \subseteq H'_{i}$ for each $i \in \{0..\lambda\}$; accordingly, $H < H'$ iff both $H \leq H'$ and $H \neq H'$.

A *Here-and-There* trace (for short HT-trace) of length $\lambda$ over alphabet $\mathcal{A}$ is a sequence of pairs $(H_{T_{\lambda}}, H_{\lambda})_{\lambda \in \{0..\omega\}}$ such that $H_{i} \subseteq T_{i}$ are states for any $i \in \{0..\lambda\}$. As before, an HT-trace is *infinite* if $\lambda = \omega$ and *finite* otherwise. We can simply represent an HT-trace as a pair of traces $(H, T)$ of length $\lambda$ where $H = (H_{\lambda})_{\lambda \in \{0..\omega\}}$ and $T = (T_{\lambda})_{\lambda \in \{0..\omega\}}$. A particular type of HT-traces satisfy $H = T$ and are called *total*. The intuition of using these two traces is the same from HT and Equilibrium Logic: explicit literals in $H_{i}$ are those that can be proved at time point $i$; explicit literals not in $T_{i}$ are those at $i$ for which there is no proof; and, finally, explicit literals in $T_{i} \setminus H_{i}$ are assumed to be true, but have not been proved.

We proceed to extend the linear dynamic logic of $\lambda$ (DHT) presented in [7] to cope with explicit negation. This will be achieved by additionally providing a falsification relation $\models$ dual to DHT regular satisfaction $\models$. Both relations are defined on a double induction. Given any HT-trace $M = (H, T)$, we define DHT satisfaction (falsification) of formulas, $M, k \models \varphi$ ($M, k \not\models \varphi$), in terms of two accessibility relations for path expressions $\models \rho$ and $\not\models \rho$ which amounts to $\rho \subseteq N^2$ and $\not\models \rho \subseteq N^2$ whose extents depend on $\models$ and $\not\models$.

**Definition 1 (DHT satisfaction / falsification)** An HT-trace $M = (H, T)$ of length $\lambda$ over alphabet $\mathcal{A}$ satisfies a dynamic formula $\varphi$ at time point $k \in \{0..\lambda\}$ written $M, k \models \varphi$ if the following conditions hold:

1. $M, k \models T$ and $M, k \not\models \bot$ 

---

4 We actually changed the order of $\varphi$ and $\psi$ with respect to *until* to facilitate a more natural reading of while.
2. \( M, k \models a \) if \( a \in H_k \) for any atom \( a \in \mathcal{A} \).
3. \( M, k \models \phi \) if \( M, i \models \phi \) for some \( i \) with \( (k, i) \in [\rho]^M \).
4. \( M, k \models [\phi] \) if \( M', i \models \phi \) for all \( i \) with \( (k, i) \in [\rho]^M \) for both \( M' = M \) and \( M' = (T, T) \).
5. \( M, k \models \sim \phi \) if \( M, k \models \phi \).

An HT-trace \( M = (H, T) \) of length \( \lambda \) over alphabet \( \mathcal{A} \) falsifies a dynamic formula \( \phi \) at time point \( k \in [0..\lambda] \) written \( M, k \models \phi \), if the following conditions hold:

6. \( M, k \not\models T \) and \( M, k \models \bot \).
7. \( M, k \models \sim a \) if \( a \in H_k \) for any atom \( a \in \mathcal{A} \).
8. \( M, k \models [\phi] \) if \( M, i \models \phi \) for all \( i \) with \( (k, i) \in [\rho]^M \).
9. \( M, k \models [\phi] \) if \( M, i \models \phi \) for some \( (k, i) \in [\rho]^M \) where \( M' = (T, T) \).
10. \( M, k \models \sim \phi \) if \( M, k \models \phi \).

where, for any HT-trace \( M \), \([\rho]^M \subseteq N^2 \) and \([\rho]^M \subseteq N^2 \) are two relations on pairs of time points inductively defined as follows. For each relation \( R \in \{ \sim, \not\sim \} \):

11. \([\rho]\mathcal{M}^R \) def \( \{ (i, i + 1) \mid i, i + 1 \in [0..\lambda) \} \).
12. \([\phi\mathcal{M}]^R \) def \( \{(i, i) \mid M, i \models \phi \} \) and \([\phi\mathcal{M}]^R \) def \( \{(i, i) \mid M, i \not\models \phi \} \).
13. \([\rho_1 + \rho_2]^M \) def \( [\rho_1]^M \cup [\rho_2]^M \) for any \( \rho_1, \rho_2 \in R \).
14. \([\rho_1 : \rho_2]^M \) def \( \{(i, j) \mid (i, k) \in [\rho_1]^M \) and \((k, j) \in [\rho_2]^M \) \) for some \( k \).
15. \([\rho]^n \) def \( \bigcup_{n \geq 0} [\rho]^n \) \( R \).
16. \([\rho^n\mathcal{M}]^R \) def \( \{(i, j) \mid (j, i) \in [\rho]^M \} \).

Conditions 1-4 are the standard ones for DHT without explicit negation, as defined in [7]. The main difference here with respect to LDL is that the necessity operator must be checked both in the \( H \) and the \( T \) trace. This is related to the strong relation between \( \sim \) and intuitionistic implication since, as we saw before, \( \phi \rightarrow \psi \) is actually defined as \([\varphi']\psi \) for any regular expression \( \varphi' \). Condition 5 and its dual 10 assert that the \( \sim \) operator just switches from satisfaction to falsification and vice versa. Then, conditions from 6-9 are duals of 1-4. In the case of 6 and 7, this duality is straightforward. Falsification of \( \phi \) \( \not\models \psi \) is also quite natural: we replace \( \models \) by \( \not\models \) and change the quantification over \( i \) from existential to universal. The only special requirement here is that the pairs \((k, i)\) for interpreting \( \rho \) will use \( \not\models \) only in relation to \( [\rho]^M \). This condition is required in order to obtain the expected interpretation for \((\varphi')?\psi \) with respect to its reading as conjunction \( \varphi \land \psi \), where by “expected” we mean the semantics defined in [2] for explicit negation in propositional formulas. This means that \( M, k \models \varphi \land \psi \) should amount to \( M, k \models \varphi \) or \( M, k \models \psi \). From 7 and its duality to 2, the condition we get for \( M, k \models \varphi \) is that it must have the form \( M, i \models \psi \) for all \( i, (k, i) \in [\rho]^M \) for some relation \( R \). Since the test just forces \( i = k \) if \( R \) holds, we would get: \( M, k \models \psi \) or \( M, k \not\models \psi \) does not hold, Thus, to get the expected result, the only possibility is taking \( R \) to be \( \not\models \). Condition 9 is also limited by the expected behaviour of explicit negation of implication which, in its turn, was the main reason to introduce the explicit negation variant in [2]. Following that paper, \( M, k \models \varphi \rightarrow \psi \) should be equivalent to \( M, k \models \psi \) and \( M', k \models \psi \) with \( M' = (T, T) \). This was proved there to preserve the expected behaviour with respect to reductio-bentic syntactic transformations similar to the original Gelfond-Lifschitz reduct [12]. In our context, falsifying implication corresponds to \( M, k \models [\varphi']?\psi \) and we can see that, under Condition 9, this amounts to make \( i = k \) and \( M, k \models \varphi \) and \( (k, k) \in [\rho]^M \). But this is equivalent to \( M, k \models \varphi \) and \( M', k \models \varphi \) as we intended. The following theorem proves that the interpretation we obtain for satisfaction/falsification of derived Boolean connectives is exactly the one proposed in [2].

**Theorem 1** Let \( M = (H, T) \) be an HT-trace of length \( \lambda \) over alphabet \( \mathcal{A} \) and \( k \in [0..\lambda) \). Given the respective definitions of derived operators, we get the following satisfaction and falsification conditions:

1. \( M, k \models \alpha \land \beta \) iff \( M, k \models \alpha \) and \( M, k \models \beta \).
2. \( M, k \models \alpha \lor \beta \) iff \( M, k \models \alpha \) or \( M, k \models \beta \).
3. \( M, k \models \alpha \lor \beta \) iff \( M, k \models \alpha \) or \( M, k \models \beta \).
4. \( M, k \models \alpha \lor \beta \) iff \( M, k \models \alpha \) or \( M, k \models \beta \).
5. \( M, k \models \alpha \rightarrow \beta \) iff \( M', k \models \alpha \) or \( M, k \models \beta \),
6. \( M, k \models \alpha \rightarrow \beta \) iff \( (T, T), k \models \alpha \) and \( M, k \models \beta \).

The next property guarantees that the interpretations of path expressions are always inside the time point limits (this is especially important for finite traces).

**Proposition 1** Relations \([\rho]^M \subseteq [0..\lambda] \times [0..\lambda] \) and \([\rho]^M \subseteq [0..\lambda] \times [0..\lambda] \).

The following proposition relates \([\rho]^M \subseteq [0..\lambda] \times [0..\lambda] \) and shows an interesting property of test-free path expressions.

**Proposition 2** For any regular expression \( \rho \) and any HT-trace \( M \),
\[ [\rho]^M \subseteq [\rho]^M \]
In addition, if \( \rho \) is test-free, then
for any HT-traces \( M = (H, T) \) and \( M' = (T, T) \).

**Proof.** Notice that, when \( \rho \) is test-free, then \([\rho]^M = [\rho]^M \). On the other hand, if \( \phi \) is any formula: \([\varphi?\psi]^M \subseteq [\varphi?\psi]^M \) because \( M, k \models \varphi \) implies \( M, k \models \varphi \) for any \( k \).

An HT-trace \( M \) is a model of a dynamic theory \( \Gamma \) if \( M, 0 \models \varphi \) for all \( \varphi \in \Gamma \). We write \( DHT(\Gamma, \lambda) \) for the set of DHT models of length \( \lambda \) of a theory \( \Gamma \), and define \( DHT(\Gamma, \lambda) \subseteq \bigcup_{\lambda \in \mathbb{N}} DHT(\Gamma, \lambda) \), that is, the whole set of models of \( \Gamma \) of any length. When \( \Gamma = \{ \varphi \} \) we just write \( DHT(\varphi, \lambda) \) and \( DHT(\varphi) \).

A formula \( \varphi \) is a tautology (or is valid), written \( \models \varphi \), iff \( M, k \models \varphi \) for any HT-trace \( M \) and \( k \in [0..\lambda] \). We call the logic induced by the set of all tautologies (Linear) Dynamic Logic of Here-and-There (DHT for short).

We introduce non-monotonicity by defining the temporal version of stable models.

**Definition 2** (Temporal equilibrium/stable model) A total HTT -trace \( (T, T) \) of length \( \lambda \) is a temporal equilibrium model of a theory \( \Gamma \) if \( (T, T) \in DHT(\Gamma, \lambda) \) and there is no \( (H, T) \in DHT(\Gamma, \lambda) \) with \( H < T \). When this happens, we say that \( T \) is a temporal stable model of \( \Gamma \).

The logic induced by temporal equilibrium models is called Linear Dynamic Equilibrium Logic (DEL). To illustrate the effect of DEL,
suppose we wish to represent a scenario for breaking the glass of a fire extinguisher, but hitting the glass may arbitrarily fail. One possible representation could be the following theory:

\[ [\tau^*; \text{hit}] \text{ (broken} \lor \neg \text{broken)} \]  
\[ [\tau^*; \text{broken}] \text{ broken} \]  
\[ [\tau^*; \neg \text{broken}] \text{ (\neg \text{broken})} \text{ \neg \text{broken}} \]  
\[ \neg \text{broken} \land \neg [\neg \text{broken}^*] \text{ hit} \]

The first formula, (1), means that hitting the glass may cause it to be broken. The expression broken \lor \neg \text{broken} is not a tautology in DEL: it acts as a rule deriving the fact broken or not. Formula (2) is an abbreviation of \([\tau^*; \text{broken}; \tau] \text{ broken}\) and tells us that once the glass is broken, it remains so from then on. The implicative formula (3) is the inertia rule for being unbroken \neg \text{broken} is it is similar to (2) but adds the extra condition \(\neg \text{broken}\) meaning that we check that there is no evidence of broken (using default negation) in the resulting state. Finally, (4) tells us that the glass is initially unbroken and that we will keep hitting it while it remains unbroken. This theory has temporal stable models satisfying either \([\langle \text{hit} \land \neg \text{broken}^*\rangle; \text{broken}^*\rangle \text{ }\top\) (that is, we succeeded to break the glass at some arbitrary time point) or \([\langle \text{hit} \land \neg \text{broken}^*\rangle \text{ }\top\) (that is, we hit the glass forever without success). In the case of infinite traces, we could reject this last possibility including a fairness constraint of the form \(\langle \tau^*; \text{hit} \land \neg \text{broken}^*\rangle \downarrow\) so hitting without breaking the glass cannot occur infinitely often.

The introduction of explicit negation causes that a valid formula \(\varphi \leftrightarrow \psi\) does not guarantee equivalence of the arbitrary substitution of \(\varphi\) by \(\psi\) in any context. We define, in fact, different types of equivalence. Two formulas \(\varphi, \psi\) are said to be weakly equivalent, written \(\varphi \equiv_w \psi\), whenever \(M, k \models \varphi\) iff \(M, k \models \psi\) for any HT-trace \(M\) and any \(k \in \{0, \ldots, \lambda\}\). This is the same as requiring that \(\varphi \leftrightarrow \psi\) is a tautology but does not mean that we can replace \(\varphi\) by \(\psi\) and vice versa in any context. For obtaining a congruence relation, we can use \(\equiv\) defined by \(\varphi \equiv \psi \equiv_w (\varphi \leftrightarrow \psi) \land (\sim \varphi \leftrightarrow \sim \psi)\). Nevertheless, we say that two formulas \(\varphi, \psi\) are equivalent, written \(\varphi \equiv \psi\), whenever \(M, k \models \varphi\) iff \(M, k \models \psi\) for any HT-trace \(M\) and any \(k \in \{0, \ldots, \lambda\}\). This last equivalence is the same as requiring that \(\varphi \leftrightarrow \psi\) is a tautology. Note that this relation, \(\varphi \equiv \psi\), is stronger than coincidence of models \(DHT(\varphi) = DHT(\psi)\). For instance, \(DHT(\langle T \rangle T) = DHT(\langle \tau \rangle T) = \emptyset\) because models are checked at the initial situation \(k = 0\) and there is no previous situation at that point, so \(DHT(\langle T \rangle T) = DHT(\langle \tau \rangle T)\). However, in general, \(\bullet T \not\equiv \bot\) since \(\bullet T\) is satisfied for any \(k > 0\) (for instance \(\circ T \not\equiv \circ \bot\) but \(\circ \bot \equiv \bullet \bot\) instead).

One interesting equivalence for explicit negation is

\[ \neg \sim \varphi \equiv \varphi \]

since in HT or any of its extensions, removing double default negation is not possible, that is, in general \(\neg \sim \varphi \neq \varphi\).

As with formulas, we say that path expressions \(\rho_1\) and \(\rho_2\) are equivalent, written \(\rho_1 = \rho_2\) when \(\|\rho_1\|_R^M = \|\rho_2\|_R^M\) for any HT-trace \(M\) and relation \(R \in \{=, \neq\}\). For instance, it is easy to see that:

\[ (\rho_1; \rho_2); \tau \models (\rho_1; \rho_2; \rho_3) \]  
\[ \tau; \rho \models (\rho_1; \tau; \rho) \]  
\[ \tau; \rho \models (\rho; \rho^*) \]  
\[ (\rho; \rho^*) \models \tau + (\rho; \rho^*) \]

The following equivalences of path expressions proved in [7] allow us to push the converse operator inside, until it is only applied to \(\top\). These equivalences are preserved with the introduction of explicit negation too:

**Proposition 3** For all path expressions \(\rho_1, \rho_2\) and \(\rho\) and for all formulas \(\varphi\), the following equivalences from [7] are maintained:

\[ (\rho)^* = \rho \]  
\[ (\varphi)^* = \varphi \]  
\[ (\rho_1 + \rho_2)^* = \rho_1^* + \rho_2^* \]  
\[ (\rho_1; \rho_2)^* = \rho_1^*; \rho_2^* \]

Similarly, DHT with explicit negation also preserves a fundamental feature of HT called persistence as explained below.

**Proposition 4** (Persistence) For any HT-trace \(\langle H, T \rangle\) of length \(\lambda\), any dynamic formula \(\varphi\) and any path expression \(\rho\), we have:

1. \(\langle H, \tau \rangle, k \models \varphi\) implies \(\langle T, \tau \rangle, k \models \varphi\), for all \(k \in \{0, \ldots, \lambda\}\).
2. \(\langle H, \tau \rangle, k \models \varphi\) implies \(\langle T, \tau \rangle, k \models \varphi\), for all \(k \in \{0, \ldots, \lambda\}\).
3. \(\|\rho\|_\langle H, T \rangle^\langle \tau, T \rangle \subseteq \|\rho\|_\langle T, \tau \rangle^\langle \tau, T \rangle\) and \(\|\rho\|_\langle H, T \rangle^\langle \tau, T \rangle \geq \|\rho\|_\langle T, \tau \rangle^\langle \tau, T \rangle\).

Persistence is a property known from intuitionistic logic; it expresses that accessible worlds satisfy the same or more formulas than the current world, where \(T\) is “accessible” from \(H\) in HT. This also explains the semantics of \(\|\rho\|_\varphi\), which behaves as a kind of intuitionistic implication (used to define \(\sim \varphi\) as a derived operator) and so, it must hold for all accessible worlds, viz. \(\langle H, T \rangle\) and \(\langle T, T \rangle\).

As explained in [7], DHT collapses to LDL when we force total traces \(\langle T, T \rangle\), so we write \(\langle T, T \rangle \models \varphi\) to represent LDL satisfaction, which in fact can be just seen as an abbreviation of \(\langle T, T \rangle, k \models \varphi\). Similarly, the accessibility relation for path expressions in LDL corresponds here to \(\|\rho\|_\varphi^\langle T, T \rangle\) or just \(\|\rho\|_\varphi^\langle T, T \rangle\). Since our new Definition 1 is also equipped with falsification and explicit negation, it provides an explicit negation operator for LDL as a side effect too: it just amounts to restrict traces to be total. By doing so, the main relevant change occurs in the interpretation of \(\varphi\) which, as expected, becomes simpler.

Conditions 4 and 9 become:

4. \(\langle M, \tau \rangle, k \models \varphi\) if \(M, i \models \varphi\) for all \(i, (k, i) \in \|\rho\|_\varphi^M\)

9. \(\langle M, \tau \rangle, k \models \varphi\) if \(M, i \models \varphi\) for some \(i, (k, i) \in \|\rho\|_\varphi^M\)

where \(M = \langle T, T \rangle\). The reader may wonder why relation \(\|\rho\|_\varphi^M\) is preserved in both items 4 and 9 rather than switched as happens with \(=\) versus \(\neq\). The reason is that \(\|\rho\|_\varphi\) is a kind of implication that, to become false, must make its antecedent about \((k, i)\) true and make its consequent about \(\varphi\) false. Total interpretations (i.e., LDL interpretations) can be forced by the inclusion of the excluded middle axiom for default negation:

\[ [\tau^*] (L \lor \neg L) \]

for any explicit literal \(L\) of the form \(p\) or \(\neg p\) and any atom \(p \in A\).

The next theorem shows the derived satisfaction and falsification relations for temporal operators from TLT. As intended, satisfaction coincides with the one from standard THT with finite traces [9], but we also provide explicit negation and falsification for this logic, something not achieved so far.

**Theorem 2** Let \(M = \langle H, T \rangle\) be an HT-trace of length \(\lambda\) over alphabet \(A\) and \(k \in \{0, \ldots, \lambda\}\). Given the respective definitions of derived operators, we get the following satisfaction and falsification conditions:

1. \(M, k \models F\) iff \(k + 1 = \lambda\)
The proof of the previous theorem follows more or less directly from the definitions, but proving the derived semantics for the release operator is more involved. We provide the characterisation of release in the following two propositions.

**Proposition 5** Given two formulas \( \alpha \) and \( \beta \) and an HT-interpretation \( M \), the following assertions are equivalent:

1. \( M, k \models \beta \mathbf{U} (\alpha \land \beta) \lor \Box \beta \lor (M, k \models \alpha R \beta) \)
2. for all \( i \in [k..\lambda) \), we have \( M, i \models \beta \lor M, j \models \alpha \), for some \( j < i \) (or \( M, k \models \alpha \mathbf{U} \beta \))

**Proof**. Suppose that 1 is true. If \( M, k \models \Box \beta \), then we deduce 2. If \( M, k \not\models \Box \beta \), take:

\[
i \overset{\text{def}}{=} \min \{ j \geq k \mid M, j \not\models \beta \}
\]

Then \( M, i \not\models \beta \) and \( M, j \models \beta \) for any \( k \leq j < i \). On the other hand, \( M, k \models \beta \mathbf{U} (\alpha \land \beta) \), so there exists \( s \geq k \) such that \( M, s \models \alpha \), \( M, s \models \beta \) and \( M, j \models \beta \) for any \( k \leq j < s \). Take \( r \geq k \) and suppose that \( M, r \not\models \beta \). We would like to show that \( M, j \models \alpha \) for some \( k \leq j < r \). By definition of \( i \), we can say that \( r \leq i \). If \( M, j \not\models \alpha \) for all \( k \leq j < r \), then \( s > r \) (since \( M, s \models \alpha \) and \( s \models \beta \) and \( M, r \not\models \beta \)). But then, \( M, r \not\models \beta \) and \( r < s \) which contradicts the fact that \( M, j \models \alpha \) for any \( k \leq j < s \).

Now suppose that 2 is true. If \( M, k \models \Box \beta \), then we obviously deduce 1. If \( M, k \not\models \Box \beta \), take:

\[
i \overset{\text{def}}{=} \min \{ j \geq k \mid M, j \not\models \beta \}
\]

Since \( M, i \not\models \beta \), by 2) we know that \( M, j \models \alpha \) for some \( k \leq j < i \). This implies that \( M, j \models \beta \). Finally, if \( k \leq r < j \), then \( r < i \), so \( M, r \models \beta \). We conclude that \( M, k \models \beta \mathbf{U} (\alpha \land \beta) \).

**Proposition 6** Given two formulas \( \alpha \) and \( \beta \) and an HT-interpretation \( M \), the following assertions are equivalent:

1. \( M, k \models \beta \mathbf{U} (\alpha \land \beta) \lor \Box \beta \lor (M, k \models \alpha R \beta) \)
2. for some \( i \in [k..\lambda) \), we have that \( M, i \models \beta \lor M, j \models \alpha \), for any \( j \in [k..i) \) (or \( M, k \models \alpha \mathbf{U} \beta \))

**Proof**. Suppose that 1 is true, then \( M, k \models \Box \beta \) and \( M, k \models \beta \mathbf{U} (\alpha \land \beta) \) (\( \alpha \land \beta \)). Take:

\[
i \overset{\text{def}}{=} \min \{ j \geq k \mid M, j \models \beta \}
\]

Then \( M, i \models \beta \) and \( M, j \not\models \beta \) for any \( k \leq j < i \). If \( M, r \not\models \alpha \), for some \( k \leq r < i \), then \( (k, r) \in (\alpha \land \beta) \), \( (M, k \models R \beta) \) because if \( k \leq j < r \), then \( j < i \) and \( M, j \not\models \beta \). Then \( M, r \not\models \alpha \lor M, r \models \beta \). Since \( r < i \), \( M, r \not\models \beta \) so we would have that \( M, r \models \alpha \) which is a contradiction.

Now suppose that 2 is true. Then \( M, k \models \Box \beta \). Take:

\[
i \overset{\text{def}}{=} \min \{ j \geq k \mid M, j \models \beta \}
\]

Then \( M, i \models \beta \) and \( M, j \not\models \beta \) for any \( j < i \). Suppose that \( (k, r) \in (\alpha \land \beta) \), \( (M, k \models R \beta) \) implies that \( M, j \not\models \beta \) for any \( k \leq j < r \), so \( i \geq r \) because \( M, i \models \beta \). If \( i = r \), then \( M, r \models \beta \) and, if \( r < i \), then \( M, r \models \alpha \). Any case, we have that \( M, r \models \alpha \land \beta \) which shows that \( M, k \models \beta \mathbf{U} (\alpha \land \beta) \).

These two propositions allow us to prove an interesting De Morgan-style relation (through explicit negation) between until and release:

**Theorem 3** For any pair of formulas \( \alpha \) and \( \beta \), we have

\[
\alpha \mathbf{U} \beta \quad \equiv \quad (∼(∼\alpha \mathbf{R} ∼\beta)) \quad (7)
\]

\[
\alpha \mathbf{R} \beta \quad \equiv \quad (∼(∼\alpha \mathbf{U} ∼\beta)) \quad (8)
\]

**Proof**. For proving (7), we have to show that, for any HT-interpretation \( M \) and \( k \in [0..λ) \):

\[
M, k \models \alpha \mathbf{U} \beta \iff M, k \models (∼(∼\alpha \mathbf{R} ∼\beta))
\]

and

\[
M, k \models (∼\alpha \mathbf{U} ∼\beta)
\]

By Proposition 6, \( M, k \models (∼\alpha \mathbf{R} ∼\beta) \iff M, k \models \alpha U \beta \). On the other hand, Proposition 5 implies that \( M, k \models (∼\alpha \mathbf{R} ∼\beta) \iff M, k \models \alpha U \beta \).

For proving (8) it suffices to see:

\[
(∼(∼\alpha \mathbf{U} ∼\beta)) \quad \equiv \quad (∼(∼(∼\alpha \mathbf{R} ∼\beta)) \quad (7)
\]

\[
(∼\alpha \mathbf{R} \beta) \quad (5)
\]

This result is interesting because, in regular THT, these De Morgan-style equivalences do not hold for default negation. Moreover, [4] proves that \( \mathbf{R} \) cannot be defined in terms of \( \mathbf{U} \) and \( \Box \) in standard THT. Theorem 3 is showing that, once explicit negation is introduced, we can indeed define release in terms of until and vice versa.

It is perhaps worth to wonder whether \( [\cdot] \) and \( ⟨·⟩ \) are also inter-definable using a similar De Morgan-style analogy, say \( [\rho] ψ \equiv ⟨⟨ρ⟩⟩ ψ \). Unfortunately, this does not hold since necessity involves a kind of implication, possibility a conjunction, and the former cannot be represented in terms of the latter in HT, even by introducing explicit negation. In the general case, we can prove, at most, one of the directions for De Morgan-style properties. However, if \( ρ \) is test-free, then both directions are guaranteed. This is formally stated below:

**Theorem 4** Given a regular expression \( ρ \), two formulas \( ϕ \) and \( ψ \) and an HT-trace \( M \), we always have:

1. \( M, k \models (∼⟨⟨ρ⟩⟩ ψ) \implies M, k \models [\rho] ψ \) for any \( k \in [0..λ) \)

2. \( M, k \models (∼⟨⟨ρ⟩⟩ ψ) \implies M, k \models [\rho] ψ \) for any \( k \in [0..λ) \)

3. If \( ρ \) is test-free, then:

\[
(∼⟨⟨ρ⟩⟩ ψ \equiv ⟨⟨[ρ] ψ⟩⟩ \ ψ)
\]

**Proof**. First, notice that, if \( M, k \models ⟨⟨ρ⟩⟩ ψ \) and \( ⟨⟨k, i⟩⟩ \in [ρ] M \), then \( ⟨⟨k, i⟩⟩ \in [ρ] M \) by Proposition 2, so \( M, i \models ϕ \). Moreover, when \( ⟨⟨k, i⟩⟩ \in [ρ] M \), we can apply Proposition 4 and Proposition 2 to conclude that \( ⟨⟨k, i⟩⟩ \in [ρ] M \), so \( M, i \models ϕ \) and \( T, i \models ϕ \).
On the other hand, if $M, k \models \rho \rightarrow \varphi$ or, equivalently, $M, k \models \rho \rightarrow \varphi$, we know that there exists $(k, i) \in \|\rho\|_M^*$ such that $M, i \models \varphi$. Since $\|\rho\|_M^* \subseteq \|\rho\|_T$, we deduce that $M, k \models \rho \varphi$. The equivalence between the formulas when $\rho$ is test-free follows from Proposition 2.

Notice that, when $\rho$ is not test-free we can not guarantee this result anymore. In fact, take $\alpha$ and $\beta$ two formulas. Then:

$$\sim \langle \alpha? \rangle \sim \beta \equiv (\alpha \land \sim \beta) \equiv \sim (\alpha \lor \beta),$$

whereas:

$$[\alpha?] \beta \equiv \alpha \rightarrow \beta$$

and $\sim \alpha \lor \beta$ and $\alpha \rightarrow \beta$ are not equivalent in HT with explicit negation.

On the other hand, $\sim (\alpha?) \sim \beta \equiv (\alpha \rightarrow \sim \beta) \equiv \sim (\sim \alpha \land \beta)$, and:

$$\langle \alpha? \rangle \beta \equiv \alpha \land \beta.$$
The first two equivalences are well-known from LTL and also preserved in THT. The third equivalence shows that the $W$ operator is formed by a repeated application of implications. This is even clearer in the following expansion:

**Proposition 9** The formula $\alpha W \beta$ is THT equivalent to the (possibly infinite) conjunction of rules:

$$\left( \bigwedge_{j=0}^{i-1} \sigma^j \beta \right) \implies \sigma^i \alpha$$

for all $i \geq 0$.

To see how this expression works, think about the formula $w \ W f$ where $w$ means “pouring water” and $f$ means “fire.” Notice that, for $i = 0$, the rule body becomes an empty conjunction ($\top$) and so this expands to $\top \implies \sigma^0 w$ which is just equivalent to fact $w$. For instance, for $i \in [0, 3]$ we get the rules:

\[
\begin{align*}
w &\implies ow \\
 f \land \alpha f &\implies \sigma^2 w \\
 f \land \alpha f \land \sigma^2 f &\implies \sigma^3 w \\
 \end{align*}
\]

That is, we start pouring water at situation 0 and, if we have fire, we keep pouring water at 1 and check fire again, and so on. As we can see, the effect of each $f$ test is placed at the next situation. Thus, the reading of $w \ W f$ is like a procedural program “do pour-water while fire”. If we want to move the test to the same situation of its effect, we would write instead $(f \implies w) \ W f$ whose reading would be “while fire do pour-water” and whose expansion becomes:

\[
\begin{align*}
f &\implies w \\
 f \land \alpha f &\implies ow \\
 f \land \alpha f \land \sigma^2 f &\implies \sigma^2 w \\
 \end{align*}
\]

The expansion of $(w \ W f)$ as a set of rules reveals its behaviour from a logic programming point of view. For instance, a theory only containing the formula $(w \ W f)$ has a unique temporal stable model (per each length $\lambda > 0$) in which $w$ is only true at the initial state, whereas $f$ is always false, since there is no additional evidence about fire. In LTL, the formula $(w \ W f)$ is equivalent to $(\neg f \mathcal{R} w)$, that is, $\neg \mathcal{W} \bigvee (w \mathcal{U} (\neg f \mathcal{U} \mathcal{R} w))$. In our formalism, however, this last formula produces temporal stable models with arbitrary prefix sequences of $w$, and even the case in which $w$ holds in all the states of the trace. In other words, water may be poured arbitrarily many times, even though fire is false all over the trace.

4 Conclusions

We have introduced the explicit negation operator in Linear Dynamic Equilibrium Logic (DEL) and its monotonic basis, Linear Dynamic Here-and-There (DHT). The introduction of explicit negation was done by adding a second relation of “falsification” dual to the standard satisfaction. As a result, we obtain not only a characterisation of explicit negation as a regular logical connective that can be combined with modal operators, but also interesting results showing that some temporal operators become inter-definable, when this was not possible without explicit negation. We have also discovered and explained a new temporal operator we called “while,” that is an implicational dual of until and may be useful as a basic connective for temporal logic programming. We conjecture that this new while operator cannot be reduced to the other temporal connectives, even with the possible use of explicit negation. We leave the proof of this conjecture for future work. We also plan to add explicit negation to first order temporal and dynamic theories and study its consequences for temporal logic programs with variables [3].

**ACKNOWLEDGEMENTS**

We are grateful to Torsten Schaub and David Pearce for their comments and suggestions, and to the anonymous reviewers whose work has helped us to improve the paper. This work was partially supported by Ministry of Science and Innovation, Spain (grant TIC2017-84453-P) and Xunta de Galicia, Spain (grants GPC ED431B 2019/03 and 2016-2019 ED431G/01, CITIC).

**REFERENCES**


