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Abstract. We introduce a formal proof system based on tableau methods for an-
alyzing computations made in Answer Set Programming (ASP). Our approach
furnishes declarative and fine-grained instruments for characterizing operations
as well as strategies of ASP-solvers. First, the granulation is detailed enough to
capture the variety of propagation and choice operations of algorithms used for
ASP; this also includes SAT-based approaches. Second, it is general enough to en-
compass the various strategies pursued by existing ASP-solvers. This provides us
with a uniform framework for identifying and comparing fundamental properties
of algorithms. Third, the approach allows us to investigate the proof complexity
of algorithms for ASP, depending on choice operations. We show that exponen-
tially different best-case computations can be obtained for different ASP-solvers.
Finally, our approach is flexible enough to integrate new inference patterns, so to
study their relation to existing ones. As a result, we obtain a novel approach to un-
founded set handling based on loops, being applicable to non-SAT-based solvers.
Furthermore, we identify backward propagation operations for unfounded sets.

1 Introduction

Answer Set Programming (ASP; [1]) is an appealing tool for knowledge representation
and reasoning. Its attractiveness is supported by the availability of efficient off-the-shelf
ASP-solvers that allow for computing answer sets of logic programs. However, in con-
trast to the related area of satisfiability checking (SAT), ASP lacks a formal framework
for describing inferences conducted by ASP-solvers, such as the resolution proof the-
ory in SAT-solving [2]. This deficiency led to a great heterogeneity in the description
of algorithms for ASP, ranging over procedural [3, 4], fixpoint [5], and operational [6,
7] characterizations. On the one hand, this complicates identifying fundamental prop-
erties of algorithms, such as soundness and completeness. On the other hand, it almost
disables formal comparisons among them.

We address this deficiency by introducing a family of tableau calculi [8] for ASP.
This allows us to view answer set computations as derivations in an inference system:
A branch in a tableau corresponds to a successful or unsuccessful computation of an
answer set; an entire tableau represents a traversal of the search space. Our approach
furnishes declarative and fine-grained instruments for characterizing operations as well
as strategies of ASP-solvers. In fact, we relate the approaches of assat, cmodels, dlv,
nomore++, smodels, etc. [3, 4, 9, 7, 5] to appropriate tableau calculi, in the sense that
computations of an aforementioned solver comply with tableau proofs in a correspond-
ing calculus. This provides us with a uniform proof-theoretic framework for analyzing
and comparing different algorithms, which is the first of its kind for ASP.



Based on proof-theoretic concepts, we are able to derive general results, which ap-
ply to whole classes of algorithms instead of only specific ASP-solvers. In particu-
lar, we investigate the proof complexity of different approaches, depending on choice
operations. It turns out that, regarding time complexity, exponentially different best-
case computations can be obtained for different ASP-solvers. Furthermore, our proof-
theoretic framework allows us to describe and study novel inference patterns, going be-
yond implemented systems. As a result, we obtain a loop-based approach to unfounded
set handling, which is not restricted to SAT-based solvers. Also we identify backward
propagation operations for unfounded sets.

Our work is motivated by the desire to converge the various heterogeneous charac-
terizations of current ASP-solvers, on the basis of a canonical specification of principles
underlying the respective algorithms. The classic example for this is DPLL [10, 11], the
most widely used algorithm for SAT, which is based on resolution proof theory [2].
By developing proof-theoretic foundations for ASP and abstracting from implementa-
tion details, we want to enhance the understanding of solving approaches as such. The
proof-theoretic perspective also allows us to state results in a general way, rather than
in a solver-specific one, and to study inferences by their admissibility, rather than from
an implementation point of view.

Our work is inspired by the one of Järvisalo, Junttila, and Niemelä, who use tableau
methods in [12, 13] for investigating Boolean circuit satisfiability checking in the con-
text of symbolic model checking. Although their target is different from ours, both
approaches have many aspects in common. First, both use tableau methods for charac-
terizing DPLL-type techniques. Second, using cut rules for characterizing DPLL-type
split operations is the key idea for analyzing the proof complexity of different infer-
ence strategies. General investigations in propositional proof complexity, in particular,
the one of satisfiability checking (SAT), can be found in [14]. From the perspective of
tableau systems, DPLL is very similar to the propositional version of the KE tableau
calculus; both are closely related to weak connection tableau with atomic cut (as pointed
out in [15]). Tableau-based characterizations of logic programming are elaborated upon
in [16]. Pearce, de Guzmán, and Valverde provide in [17] a tableau calculus for au-
tomated theorem proving in equilibrium logic, based on its 5-valued semantics. Other
tableau approaches to nonmonotonic logics are summarized in [18]. Bonatti describes
in [19] a resolution method for skeptical answer set programming. Operator-based char-
acterizations of propagation and choice operations in ASP can be found in [6, 7, 20].

2 Answer Set Programming

Given an alphabet P , a (normal) logic program is a finite set of rules of the form p0 ←
p1, . . . , pm,not pm+1, . . . ,not pn, where 0 ≤ m ≤ n and each pi ∈ P (0 ≤ i ≤ n)
is an atom. A literal is an atom p or its negation not p. For a rule r, let head(r) = p0

be the head of r and body(r) = {p1, . . . , pm,not pm+1, . . . ,not pn} be the body of r;
and let body+(r) = {p1, . . . , pm} and body−(r) = {pm+1, . . . , pn}. The set of atoms
occurring in a program Π is given by atom(Π). The set of bodies in Π is body(Π) =
{body(r) | r ∈ Π}. For regrouping rule bodies with the same head p, let body(p) =
{body(r) | r ∈ Π, head(r) = p}. A program Π is positive if body−(r) = ∅ for all



r ∈ Π . Cn(Π) denotes the smallest set of atoms closed under positive program Π .
The reduct, ΠX , of Π relative to a set X of atoms is defined by ΠX = {head(r) ←
body+(r) | r ∈ Π, body−(r) ∩X = ∅}. A set X of atoms is an answer set of a logic
program Π if Cn(ΠX) = X . As an example, consider Program Π1 = {a ←; c ←
not b, not d; d← a, not c} and its two answer sets {a, c} and {a, d}.

An assignment A is a partial mapping of objects in a program Π into {T ,F },
indicating whether a member of the domain of A, dom(A), is true or false, respectively.
In order to capture the whole spectrum of ASP-solving techniques, we fix dom(A) to
atom(Π) ∪ body(Π) in the sequel. We define AT = {v ∈ dom(A) | A(v) = T } and
AF = {v ∈ dom(A) | A(v) = F }. We also denote an assignment A by a set of signed
objects: {T v | v ∈ AT } ∪ {F v | v ∈ AF }. For instance with Π1, the assignment
mapping body ∅ of rule a← to T and atom b to F is represented by {T ∅,F b}; all
other atoms and bodies of Π1 remain undefined. Following up this notation, we call an
assignment empty if it leaves all objects undefined.

We define a set U of atoms as an unfounded set [21] of a program Π wrt a partial
assignment A, if, for every rule r ∈ Π such that head(r) ∈ U , either (body+(r)∩AF )∪
(body−(r) ∩ AT ) 6= ∅ or body+(r) ∩ U 6= ∅. The greatest unfounded set of Π wrt A,
denoted GUS (Π,A), is the union of all unfounded sets of Π wrt A. Loops are sets of
atoms that circularly depend upon one another in a program’s positive atom dependency
graph [3]. In analogy to external support [22] of loops, we define the external bodies of
a loop L in Π as EB(L) = {body(r) | r ∈ Π, head(r) ∈ L, body+(r) ∩ L = ∅}. We
denote the set of all loops in Π by loop(Π).

3 Tableau calculi

We describe calculi for the construction of answer sets from logic programs. Such con-
structions are associated with binary trees called tableaux [8]. The nodes of the trees
are (mainly) signed propositions, that is, propositions preceded by either T or F , in-
dicating an assumed truth value for the proposition. A tableau for a logic program Π
and an initial assignment A is a binary tree such that the root node of the tree consists
of the rules in Π and all members of A. The other nodes in the tree are entries of the
form T v or F v, where v ∈ dom(A), generated by extending a tableau using the rules
in Figure 1 in the following standard way [8]: Given a tableau rule and a branch in the
tableau such that the prerequisites of the rule hold in the branch, the tableau can be
extended by adding new entries to the end of the branch as specified by the rule. If the
rule is the Cut rule in (m), then entries T v and F v are added as the left and the right
child to the end of the branch. For the other rules, the consequent of the rule is added
to the end of the branch. For convenience, the application of tableau rules makes use of
two conjugation functions, t and f . For a literal l, define:

tl =
{

T l if l ∈ P
F p if l = not p for a p ∈ P f l =

{
T p if l = not p for a p ∈ P
F l if l ∈ P

Some rule applications are subject to provisos. (§) stipulates that B1, . . . , Bm constitute
all bodies of rules with head p. (†) requires that p belongs to the greatest unfounded set
induced by the rules whose bodies are not among B1, . . . , Bm. (‡) makes sure that p



p← l1, . . . , ln
tl1, . . . , tln

T {l1, . . . , ln}

F {l1, . . . , li, . . . , ln}
tl1, . . . , tli−1, tli+1, . . . , tln

f li

(a) Forward True Body (FTB) (b) Backward False Body (BFB)

p← l1, . . . , ln
T {l1, . . . , ln}

T p

p← l1, . . . , ln
F p

F {l1, . . . , ln}

(c) Forward True Atom (FTA) (d) Backward False Atom (BFA)

p← l1, . . . , li, . . . , ln
f li

F {l1, . . . , li, . . . , ln}
T {l1, . . . , li, . . . , ln}

tli

(e) Forward False Body (FFB) (f) Backward True Body (BTB)

FB1, . . . , FBm
(§)F p

T p
FB1, . . . , FBi−1, FBi+1, . . . , FBm

(§)TBi

(g) Forward False Atom (FFA) (h) Backward True Atom (BTA)

FB1, . . . , FBm
(†)F p

T p
FB1, . . . , FBi−1, FBi+1, . . . , FBm

(†)TBi

(i) Well-Founded Negation (WFN) (j) Well-Founded Justification (WFJ)

FB1, . . . , FBm
(‡)F p

T p
FB1, . . . , FBi−1, FBi+1, . . . , FBm

(‡)TBi

(k) Forward Loop (FL) (l) Backward Loop (BL)

(][X])T v | F v

(m) Cut (Cut[X])

(§) : body(p) = {B1, . . . , Bm}
(†) : {B1, . . . , Bm} ⊆ body(Π), p ∈ GUS({r ∈ Π | body(r) 6∈ {B1, . . . , Bm}}, ∅)
(‡) : p ∈ L, L ∈ loop(Π), EB(L) = {B1, . . . , Bm}

(][X]) : v ∈ X

Fig. 1. Tableau rules for answer set programming.



a←
c← not b, not d

d← a, not c
T ∅ (a)
T a (c)
F b (g)

T c F c
T {not b, not d} (h) F {not b, not d} (d)

F d (f) T d (b)
F {a, not c} (e) T {a, not c} (a)

(Cut [atom(Π)])

Fig. 2. Tableau of Tsmodels for Π1 and the empty assignment.

belongs to a loop whose external bodies are B1, . . . , Bm. Finally, (][X]) guides the ap-
plication of the Cut rule by restricting cut objects to members of X .1 Different tableau
calculi are obtained from different rule sets. When needed, this is made precise by enu-
merating the tableau rules. The following tableau calculi are of particular interest:

Tcomp = {(a)-(h), Cut[atom(Π) ∪ body(Π)]} (1)
Tsmodels = {(a)-(i), Cut[atom(Π)]} (2)
TnoMoRe = {(a)-(i), Cut[body(Π)]} (3)
Tnomore++ = {(a)-(i), Cut[atom(Π) ∪ body(Π)]} (4)

An exemplary tableau of Tsmodels is given in Figure 2, where rule applications are
indicated by either letters or rule names, like (a) or (Cut [atom(Π)]). Both branches
comprise Π1 along with a total assignment for atom(Π1) ∪ body(Π1); the left one
represents answer set {a, c}, the right one gives answer set {a, d}.

A branch in a tableau is contradictory, if it contains both entries T v and F v for
some v ∈ dom(A). A branch is complete, if it is contradictory, or if the branch contains
either the entry T v or F v for each v ∈ dom(A) and is closed under all rules in a given
calculus, except for the Cut rule in (m). For instance, both branches in Figure 2 are
non-contradictory and complete.

For each v ∈ dom(A), we say that entry T v (or F v) can be deduced by a set R of
tableau rules in a branch, if the entry T v (or F v) can be generated from nodes in the
branch by applying rules inR only. Note that every branch corresponds to a pair (Π,A)
consisting of a program Π and an assignment A, and vice versa;2 we draw on this rela-
tionship for identifying branches in the sequel. Accordingly, we let DR(Π,A) denote
the set of all entries deducible by rule set R in branch (Π,A). Moreover, D∗

R(Π,A)
represents the set of all entries in the smallest branch extending (Π,A) and being closed
underR. When dealing with tableau calculi, like T , we slightly abuse notation and write
DT (Π,A) (or D∗

T (Π,A)) instead of DT \{(m)}(Π,A) (or D∗
T \{(m)}(Π,A)), thus ignor-

ing Cut. We mention that D∗
{(a),(c),(e),(g)}(Π,A) corresponds to Fitting’s operator [23].

1 The Cut rule ((m) in Figure 1) may, in principle, introduce more general entries; this would
however necessitate additional decomposition rules, leading to extended tableau calculi.

2 Given a branch (Π, A) in a tableau for Π and initial assignment A0, we have A0 ⊆ A.



Similarly, we detail in the subsequent sections that D∗
{(a)-(h)}(Π,A) coincides with unit

propagation on a program’s completion [24, 25], D∗
{(a),(c),(e),(g),(i)}(Π,A) amounts to

propagation via well-founded semantics [21], and D∗
{(a)-(i)}(Π,A) captures smodels’

propagation [5], that is, well-founded semantics enhanced by backward propagation.
Note that all deterministic rules in Figure 1 are answer set preserving; this also applies
to the Cut rule when considering both resulting branches.

A tableau is complete, if all its branches are complete. A complete tableau for a
program and the empty assignment such that all branches are contradictory is called a
refutation for the program; it means that the program has no answer set, as exemplarily
shown next for smodels-type tableaux.

Theorem 1. Let Π be a logic program and let ∅ denote the empty assignment. Then,
the following holds for tableau calculus Tsmodels:

1. Π has no answer set iff every complete tableau for Π and ∅ is a refutation.
2. If Π has an answer set X , then every complete tableau for Π and ∅ has a unique
non-contradictory branch (Π,A) such that X = AT ∩ atom(Π).
3. If a tableau for Π and ∅ has a non-contradictory complete branch (Π,A), then
AT ∩ atom(Π) is an answer set of Π .

The same results are obtained for other tableau calculi, like TnoMoRe and Tnomore++, all of
which are sound and complete for ASP.

4 Characterizing existing ASP-solvers

In this section, we discuss the relation between the tableau rules in Figure 1 and well-
known ASP-solvers. As it turns out, our tableau rules are well-suited for describing
the approaches of a wide variety of ASP-solvers. In particular, we cover all leading
approaches to answer set computation for (normal) logic programs. We start with SAT-
based solvers assat and cmodels, then go on with atom-based solvers smodels and dlv,
and finally turn to hybrid solvers, like nomore++, working on atoms as well as bodies.

SAT-based solvers. The basic idea of SAT-based solvers is to use some SAT-solver
as model generator and to afterwards check whether a generated model contains an
unfounded loop. Lin and Zhao show in [3] that the answer sets of a logic program Π
coincide with the models of the completion of Π and the set of all loop formulas of Π .
The respective propositional logic translation is Comp(Π) ∪ LF (Π), where:3

Comp(Π) = {p ≡ (
∨

k=1...m

∧
l∈Bk

l) | p ∈ atom(Π), body(p) = {B1, . . . , Bm}}
LF (Π) = {¬(

∨
k=1...m

∧
l∈Bk

l)→
∧

p∈L ¬p |
L ∈ loop(Π),EB(L) = {B1, . . . , Bm}}

This translation constitutes the backbone of SAT-based solvers assat [3] and cmod-
els [4]. However, loop formulas LF (Π) require exponential space in the worst
case [26]. Thus, assat adds loop formulas from LF (Π) incrementally to Comp(Π),

3 Note that a negative default literal not p is translated as ¬p.



whenever some model of Comp(Π) not corresponding to an answer set has been gen-
erated by the underlying SAT-solver.4 The approach of cmodels avoids storing loop for-
mulas by exploiting the SAT-solver’s inner backtracking and learning scheme. Despite
the differences between assat and cmodels, we can uniformly characterize their model
generation and verification steps. We first describe tableaux capturing the proceeding
of the underlying SAT-solver and then go on with unfounded set checks.

In analogy to Theorem 1, models of Comp(Π) correspond to tableaux of Tcomp .

Theorem 2. Let Π be a logic program. Then, M is a model of Comp(Π) iff every
complete tableau of Tcomp for Π and ∅ has a unique non-contradictory branch (Π,A)
such that M = AT ∩ atom(Π).

Intuitively, tableau rules (a)-(h) describe unit propagation on a program’s completion,
represented in CNF as required by most SAT-solvers. Note that assat and cmodels in-
troduce propositional variables for bodies in order to obtain a polynomially-sized set
of clauses equivalent to a program’s completion [28]. Due to the fact that atoms and
bodies are represented as propositional variables, allowing both of them as branching
variables in Tcomp (via Cut [atom(Π) ∪ body(Π)]; cf. (1)) makes sense.

Once a model of Comp(Π) has been generated by the underlying SAT-solver, assat
and cmodels apply an unfounded set check for deciding whether the model is an answer
set. If it fails, unfounded loops whose atoms are true (so-called terminating loops [3])
are determined. Their loop formulas are used to eliminate the generated model. Un-
founded set checks, as performed by assat and cmodels, can be captured by tableau
rules FFB and FL ((e) and (k) in Figure 1) as follows.

Theorem 3. Let Π be a logic program, let M be a model of Comp(Π), and let A =
{T p | p ∈M} ∪ {F p | p ∈ atom(Π) \M}.

Then, M is an answer set of Π iff M ∩ (D{FL}(Π,D{FFB}(Π,A)))F = ∅.

With SAT-based approaches, sophisticated unfounded set checks, able to detect un-
founded loops, are applied only to non-contradictory complete branches in tableaux
of Tcomp . Unfortunately, programs may yield exponentially many loops [26]. This can
lead to exponentially many models of a program’s completion that turn out to be no an-
swer sets [29]. In view of Theorem 3, it means that exponentially many branches may
have to be completed by final unfounded set checks.

Atom-based solvers. We now describe the relation between smodels [5] and dlv [9]
on the one side and our tableau rules on the other side. We first concentrate on charac-
terizing smodels and then sketch how our characterization applies to dlv.

Given that only literals are explicitly represented in smodels’ assignments, whereas
truth and falsity of bodies are determined implicitly, one might consider rewriting
tableau rules to work on literals only, thereby, restricting the domain of assignments
to atoms. For instance, tableau rule FFA ((g) in Figure 1) would then turn into:

f l1, . . . ,f lm
F p

({r ∈ Π | head(r) = p, body(r) ∩ {l1, . . . , lm} = ∅} = ∅)

4 Note that every answer set of Π is a model of Comp(Π), but not vice versa [27].



Observe that, in such a reformulation, one again refers to bodies by determining their
values in the proviso associated with the inference rule. Reformulating tableau rules to
work on literals only thus complicates provisos and does not substantially facilitate the
description.5 In [29], additional variables for bodies, one for each rule of a program, are
even explicitly introduced for comparing smodels with DPLL. Given that propagation,
even within atom-based solvers, has to consider the truth status of rules’ bodies, the
only saving in the computation of answer sets is limiting branching to atoms, which is
expressed by Cut [atom(Π)] in Tsmodels (cf. (2)).

Propagation in smodels is accomplished by two functions, called atleast and
atmost [5].6 The former computes deterministic consequences by applying completion-
based forward and backward propagation ((a)-(h) in Figure 1); the latter falsifies great-
est unfounded sets (WFN ; (i) in Figure 1).

The following result captures propagation via atleast in terms of Tcomp .

Theorem 4. Let Π be a logic program and let A be an assignment such that AT ∪
AF ⊆ atom(Π). Let AS = atleast(Π,A) and AT = D∗

Tcomp
(Π,A).

If AT
S ∩AF

S 6= ∅, then AT
T ∩AF

T 6= ∅; otherwise, we have AS ⊆ AT .

This result shows that anything derived by atleast can also be derived by Tcomp (with-
out Cut). In fact, if atleast detects an inconsistency (AT

S ∩ AF
S 6= ∅), then Tcomp can

derive it as well (AT
T ∩AF

T 6= ∅). Otherwise, Tcomp can derive at least as much as atleast
(AS ⊆ AT ). This subsumption does not only originate from the (different) domains of
assignments, that is, only atoms for atleast but also bodies for Tcomp . Rather, it is the re-
dundant representation of rules’ bodies within smodels that inhibits possible derivations
obtained with Tcomp . To see this, consider rules a ← c, d and b ← c, d and an assign-
ment A that contains F a but leaves atoms c and d undefined. For such an A, atleast
can only determine that rule a ← c, d must not be applied, but it does not recognize
that rule b ← c, d, sharing body {c, d}, is inapplicable as well. If b ← c, d is the only
rule with head atom b in the underlying program, then Tcomp can, in contrast to atleast ,
derive F b via FFA ((g) in Figure 1). A one-to-one correspondence between atleast and
Tcomp on derived atoms could be obtained by distinguishing different occurrences of
the same body. However, for each derivation of atleast , there is a corresponding one in
Tcomp . That is, every propagation done by atleast can be described with Tcomp .

Function atmost returns the maximal set of potentially true atoms, that is,
atom(Π) \ (GUS (Π,A) ∪ AF ) for a program Π and an assignment A. Atoms in
the complement of atmost , that is, the greatest unfounded set GUS (Π,A) augmented
with AF , must be false. This can be described by tableau rules FFB and WFN ((e)
and (i) in Figure 1).

Theorem 5. Let Π be a logic program and let A be an assignment such that AT ∪
AF ⊆ atom(Π).

We have atom(Π) \ atmost(Π,A) = (D{WFN}(Π,D{FFB}(Π,A)))F ∪AF .

5 Restricting the domain of assignments to atoms would also disable the analysis of different
Cut variants in Section 5.

6 Here, atleast and atmost are taken as defined on signed propositions instead of literals [5].



Note that smodels adds literals {F p | p ∈ atom(Π) \ atmost(Π,A)} to an assign-
ment A. If this leads to an inconsistency, so does D{WFN}(Π,D{FFB}(Π,A)).

We have seen that smodels’ propagation functions, atleast and atmost , can be de-
scribed by tableau rules (a)-(i). By adding Cut [atom(Π)], we thus get tableau cal-
culus Tsmodels (cf. (2)). Note that lookahead [5] can also be described by means of
Cut [atom(Π)]: If smodels’ lookahead derives some literal tl, a respective branch can
be extended by Cut applied to the atom involved in l. The subbranch containing f l
becomes contradictory by closing it under Tsmodels. Also, if smodels’ propagation de-
tects an inconsistency on tl, then both subbranches created by Cut , f l and tl, become
contradictory by closing them; the subtableau under consideration becomes complete.

After having discussed smodels, we briefly turn to dlv: In contrast to smodels’
atmost , greatest unfounded set detection is restricted to strongly connected compo-
nents of programs’ atom dependency graphs [20]. Hence, tableau rule WFN has to be
adjusted to work on such components.7 In the other aspects, propagation within dlv [6]
is (on normal logic programs) similar to smodels’ atleast . Thus, tableau calculus Tsmodels

also characterizes dlv very closely.
Hybrid solvers. Finally, we discuss similarities and differences between atom-based

ASP-solvers, smodels and dlv, and hybrid solvers, working on bodies in addition to
atoms. Let us first mention that SAT-based solvers, assat and cmodels, are in a sense
hybrid, since the CNF representation of a program’s completion contains variables
for bodies. Thus, underlying SAT-solvers can branch on both atoms and bodies (via
Cut [atom(Π) ∪ body(Π)] in Tcomp). The only genuine ASP-solver (we know of) ex-
plicitly assigning truth values to bodies, in addition to atoms, is nomore++ [7].8

In [7], propagation rules applied by nomore++ are described in terms of operators:
P for forward propagation, B for backward propagation, U for falsifying greatest un-
founded sets, and L for lookahead. Similar to our tableau rules, these operators apply to
both atoms and bodies. We can thus show direct correspondences between tableau rules
(a), (c), (e), (g) and P , (b), (d), (f), (h) and B, and (i) and U . Similar to smodels’ looka-
head, derivations of L can be described by means of Cut [atom(Π)∪ body(Π)]. So by
replacing Cut [atom(Π)] with Cut [atom(Π) ∪ body(Π)], we obtain tableau calculus
Tnomore++ (cf. (4)) from Tsmodels. In the next section, we show that this subtle difference,
also observed on SAT-based solvers, may have a great impact on proof complexity.

5 Proof complexity

We have seen that genuine ASP-solvers largely coincide on their propagation rules
and differ primarily in the usage of Cut . In this section, we analyze the relative effi-
ciency of tableau calculi with different Cut rules. Thereby, we take Tsmodels, TnoMoRe,
and Tnomore++ into account, all using tableau rules (a)-(i) in Figure 1 but applying the
Cut rule either to atom(Π), body(Π), or both of them (cf. (2–4)). These three calculi
are of particular interest: On the one hand, they can be used to describe the strategies
of ASP-solvers, as shown in the previous section; on the other hand, they also represent
different paradigms, either atom-based, rule-based, or hybrid. So by considering these

7 However, iterated application of such a WFN variant leads to the same result as (i) in Figure 1.
8 Complementing atom-based solvers, the noMoRe system [30] is rule-based (cf. TnoMoRe in (3)).



particular calculi, we obtain results that, on the one hand, are of practical relevance and
that, on the other hand, apply to different approaches in general.

For comparing different tableau calculi, we use well-known concepts from proof
complexity [14, 12]. Accordingly, we measure the complexity of unsatisfiable logic pro-
grams, that is, programs without answer sets, in terms of minimal refutations. The size
of a tableau is determined in the standard way as the number of nodes in it. A tableau
calculus T is not polynomially simulated [14, 12] by another tableau calculus T ′, if
there is an infinite (witnessing) family {Πn} of unsatisfiable logic programs such that
minimal refutations of T ′ for Π are asymptotically exponential in the size of minimal
refutations of T for Π . A tableau calculus T is exponentially stronger than a tableau
calculus T ′, if T polynomially simulates T ′, but not vice versa. Two tableau calculi
are efficiency-incomparable, if neither one polynomially simulates the other. Note that
proof complexity says nothing about how difficult it is to find a minimal refutation.
Rather, it provides a lower bound on the run-time of proof-finding algorithms (in our
context, ASP-solvers), independent from heuristic influences.

In what follows, we provide families of unsatisfiable logic programs witnessing
that neither Tsmodels polynomially simulates TnoMoRe nor vice versa. This means that, on
certain instances, restricting the Cut rule to either only atoms or bodies leads to expo-
nentially greater minimal run-times of either atom- or rule-based solvers in comparison
to their counterparts, no matter which heuristic is applied.

Lemma 1. There is an infinite family {Πn} of logic programs such that

1. the size of minimal refutations of TnoMoRe is linear in n and
2. the size of minimal refutations of Tsmodels is exponential in n.

Lemma 2. There is an infinite family {Πn} of logic programs such that

1. the size of minimal refutations of Tsmodels is linear in n and
2. the size of minimal refutations of TnoMoRe is exponential in n.

Family {Πn
a ∪Πn

c } witnesses Lemma 1 and {Πn
b ∪Πn

c } witnesses Lemma 2:

Πn
a =


x← not x
x← a1, b1

...
x← an, bn

 Πn
b =


x← c1, . . . , cn, not x
c1 ← a1 c1 ← b1

...
...

cn ← an cn ← bn

 Πn
c =


a1 ← not b1

b1 ← not a1...
an ← not bn

bn ← not an


The next result follows immediately from Lemma 1 and 2.

Theorem 6. Tsmodels and TnoMoRe are efficiency-incomparable.

Given that any refutations of Tsmodels and TnoMoRe are as well refutations of Tnomore++,
we have that Tnomore++ polynomially simulates both Tsmodels and TnoMoRe. So the follow-
ing is an immediate consequence of Theorem 6.

Corollary 1. Tnomore++ is exponentially stronger than both Tsmodels and TnoMoRe.



The major implication of Corollary 1 is that, on certain logic programs, a priori restrict-
ing the Cut rule to either only atoms or bodies necessitates the traversal of an expo-
nentially greater search space than with unrestricted Cut . Note that the phenomenon of
exponentially worse proof complexity in comparison to Tnomore++ does not, depending
on the program family, apply to one of Tsmodels or TnoMoRe alone. Rather, families {Πn

a },
{Πn

b }, and {Πn
c } can be combined such that both Tsmodels and TnoMoRe are exponentially

worse than Tnomore++. For certain logic programs, the unrestricted Cut rule is thus the
only way to have at least the chance of finding a short refutation. Empirical evidence
for the exponentially different behavior is given in [31].

Finally, note that our proof complexity results are robust. That is, they apply to any
possible ASP-solver whose proceeding can be described by corresponding tableaux.
For instance, any computation of smodels can be associated with a tableau of Tsmodels

(cf. Section 4). A computation of smodels thus requires time proportional to the size
of the corresponding tableau; in particular, the magnitude of a minimal tableau consti-
tutes a lower bound on the run-time of smodels. This correlation is independent from
whether an assignment contains only atoms or also bodies of a program: The size of any
branch (not containing duplicate entries) is tightly bound by the size of a logic program.
Therefore, exponential growth of minimal refutations is, for polynomially growing pro-
gram families as the ones above, exclusively caused by the increase of necessary Cut
applications, introducing an exponential number of branches.

6 Unfounded sets

We have analyzed propagation techniques and proof complexity of existing approaches
to ASP-solving. We have seen that all approaches exploit propagation techniques
amounting to inferences from program completion ((a)-(h) in Figure 1). In particu-
lar, SAT-based and genuine ASP-solvers differ only in the treatment of unfounded sets:
While the former apply (loop-detecting) unfounded set checks to total assignments only,
the latter incorporate (greatest) unfounded set falsification (WFN ; (i) in Figure 1) into
their propagation. However, tableau rule WFN , as it is currently applied by genuine
ASP-solvers, has several peculiarities:
A. WFN is partly redundant, that is, it overlaps with completion-based tableau rule

FFA ((g) in Figure 1), which falsifies atoms belonging to singleton unfounded sets.
B. WFN deals with greatest unfounded sets, which can be (too) exhaustive.
C. WFN is asymmetrically applied, that is, solvers apply no backward counterpart.

In what follows, we thus propose and discuss alternative approaches to unfounded set
handling, motivated by SAT-based solvers and results in [3]. Before we start, let us
briefly introduce some vocabulary. Given two sets of tableau rules,R1 andR2, we say
thatR1 is at least as effective asR2, if, for any branch (Π,A), we have D∗

R2
(Π,A) ⊆

D∗
R1

(Π,A). We say that R1 is more effective than R2, if R1 is at least as effective
as R2, but not vice versa. If R1 is at least as effective as R2 and vice versa, then R1

andR2 are equally effective. Finally,R1 andR2 are orthogonal, if they are not equally
effective and neither one is more effective than the other. A correspondence between
two rule setsR1 ∪R andR2 ∪R means that the correspondence betweenR1 andR2

holds when D∗ takes auxiliary rulesR into account as well.



We start with analyzing the relation between WFN and FFA, both falsifying un-
founded atoms in forward direction. The role of FFB ((e) in Figure 1) is to falsify
bodies that positively rely on falsified atoms. Intuitively, this allows for capturing it-
erated applications of WFN and FFA, respectively, in which FFB behaves neutrally.
Taking up item A above, we have the following result.

Proposition 1. Set of rules {WFN ,FFB} is more effective than {FFA,FFB}.

This tells us that FFA is actually redundant in the presence of WFN . However, all
genuine ASP-solvers apply FFA as a sort of “local” negation (e.g. atleast of smodels
and operator P of nomore++) and separately WFN as “global” negation (e.g. atmost
of smodels and operator U of nomore++). Certainly, applying FFA is reasonable as
applicability is easy to determine. (Thus, SAT-based solvers apply FFA, but not WFN .)
But with FFA at hand, Proposition 1 also tells us that greatest unfounded sets are too
unfocused to describe the sort of unfounded sets that truly require a dedicated treatment:
The respective tableau rule, WFN , subsumes a simpler one, FFA.

A characterization of WFN ’s effect, not built upon greatest unfounded sets, is ob-
tained by putting results in [3] into the context of partial assignments.

Theorem 7. Sets of rules {WFN ,FFB} and {FFA,FL,FFB} are equally effective.

Hence, one may safely substitute WFN by FFA and FL ((k) in Figure 1), without
forfeiting atoms that must be false due to the lack of (non-circular) support. Thereby,
FFA concentrates on single atoms and FL on unfounded loops. Since both tableau rules
have different scopes, they do not overlap but complement each other.

Proposition 2. Sets of rules {FFA,FFB} and {FL,FFB} are orthogonal.

SAT-based approaches provide an explanation why concentrating on cyclic struc-
tures, namely loops, besides single atoms is sufficient: When falsity of unfounded atoms
does not follow from a program’s completion or FFA, then there is a loop all of whose
external bodies are false. Such a loop (called terminating loop in [3]) is a subset of the
greatest unfounded set. So in view of item B above, loop-oriented approaches allow for
focusing unfounded set computations on the intrinsically necessary parts. In fact, the
more sophisticated unfounded set techniques applied by genuine ASP-solvers aim at
circular structures induced by loops. That is, both smodels’ approach, based on “source
pointers” [32], as well as dlv’s approach, based on strongly connected components of
programs’ atom dependency graphs [20], can be seen as restrictions of WFN to struc-
tures induced by loops. However, neither of them takes loops as such into account.

Having considered forward propagation for unfounded sets, we come to backward
propagation, that is, BTA, WFJ , and BL ((h), (j), and (l) in Figure 1). Although no
genuine ASP-solver currently integrates propagation techniques corresponding to WFJ
or BL, as mentioned in item C above, both rules are answer set preserving.

Proposition 3. Let Π be a logic program and let A be an assignment. Let B ∈
body(Π) such that TB ∈ D{WFJ}(Π,A) (or TB ∈ D{BL}(Π,A), respectively).

Then, branch (Π,A∪D{WFN}(Π,A∪{FB})) (or (Π,A∪D{FL}(Π,A∪{FB})),
respectively) is contradictory.



Both WFJ and BL ensure that falsifying some body does not lead to an inconsistency
due to applying their forward counterparts. In fact, WFJ and BL are contrapositives of
WFN and FL, respectively, in the same way as simpler rule BTA is for FFA.

A particularity of supporting true atoms by backward propagation is that “global”
rule WFJ is more effective than “local” ones, BTA and BL. Even adding tableau rule
BTB ((f) in Figure 1), for enabling iterated application of backward rules setting bodies
to true, does not compensate for the global character of WFJ .

Proposition 4. Set of rules {WFJ ,BTB} is more effective than {BTA,BL,BTB}.

We conclude by discussing different approaches to unfounded set handling. Both
SAT-based and genuine ASP-solvers apply tableau rules FFA and BTA, both focusing
on single atoms. In addition, genuine ASP-solvers apply WFN to falsify more complex
unfounded sets. However, WFN gives an overestimation of the parts of unfounded
sets that need a dedicated treatment: SAT-based approaches show that concentrating
on loops, via FL, is sufficient. However, the latter apply loop-detecting unfounded set
checks only to total assignments or use loop formulas recorded in reaction to previ-
ously failed unfounded set checks. Such a recorded loop formula is then exploited by
propagation within SAT-based solvers in both forward and backward direction, which
amounts to applying FL and BL. A similar kind of backward propagation, by either
WFJ or BL, is not exploited by genuine ASP-solvers, so unfounded set treatment is
asymmetric. We however believe that bridging the gap between SAT-based and gen-
uine ASP-solvers is possible by putting the concept of loops into the context of partial
assignments. For instance, a loop-oriented unfounded set algorithm is described in [33].

7 Discussion

In contrast to the area of SAT, where the proof-theoretic foundations of SAT-solvers are
well-understood [2, 14], the literature on ASP-solvers is generally too specific in terms
of algorithms or solvers; existing characterizations are rather heterogeneous and often
lack declarativeness. We address this deficiency by proposing a tableau proof system
that provides a formal framework for analyzing computations of ASP-solvers. To our
knowledge, this approach is the first uniform proof-theoretic account for computational
techniques in ASP. Our tableau framework allows to abstract away implementation de-
tails and to identify valid inferences; hence, soundness and completeness results are
easily obtained. This is accomplished by associating specific tableau calculi with the
approaches of ASP-solvers, rather than with their solving algorithms.

The explicit integration of bodies into assignments has several benefits. First, it al-
lows us to capture completion-based and hybrid approaches in a closer fashion. Second,
it allows us to reveal exponentially different proof complexities of ASP-solvers. Finally,
even inferences in atom-based systems, like smodels and dlv, are twofold insofar as
they must take program rules into account for propagation (cf. Section 4). This feature
is simulated in our framework through the corresponding bodies. Although this simula-
tion is sufficient for establishing formal results, it is worth noting that dealing with rules
bears more redundancy than dealing with their bodies. Related to this, we have seen that
rule-wise consideration of bodies, as for instance done in smodels’ atleast , can forfeit



derivations that are easily obtained based on non-duplicated bodies (cf. paragraph below
Theorem 4). The tableau rules underlying atom-based and hybrid systems also reveal
that the only major difference lies in the selection of program objects to branch upon.

The branching rule, Cut , has a major influence on proof complexity. It is well-
known that an uncontrolled application of Cut is prone to inefficiency. The restriction
of applying Cut to (sub)formulae occurring in the input showed to be an effective way
to “tame” the cut [8]. We followed this by investigating Cut applications to atoms and
bodies occurring in a program. The proof complexity results in Section 5 tell us that the
minimal number of required Cut applications may vary exponentially when restricting
Cut to either only atoms or bodies. For not a priori degrading an ASP-solving approach,
the Cut rule must thus not be restricted to either only atoms or bodies. Note that these
results hold for any ASP-solver (or algorithm) whose proceeding can be described by
tableaux of a corresponding calculus (cf. end of Section 5).

Regarding the relation between SAT-based and genuine ASP-solvers, we have seen
in Section 6 that unfounded set handling constitutes the major difference. Though both
approaches, as practiced by solvers, appear to be quite different, the aims and effects
of underlying tableau rules are very similar. We expect that this observation will lead
to convergence of SAT-based and genuine ASP-solvers, in the sense that the next gen-
eration of genuine ASP-solvers will directly incorporate the same powerful reasoning
strategies that are already exploited in the area of SAT [2].
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