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Abstract

We analyze the problem of defining well-
foundedsemanticsfor orderedlogic programs
within a generalframework basedon alternating
fixpoint theory. We start by showing that gen-
eralizationsof existing answersetapproachesto
preferenceare too weak in the settingof well-
foundedsemantics.We thenspecifysomeinfor-
mal yet intuitive criteria and proposea seman-
tical framework for preferencehandlingthat is
moresuitablefor definingwell-foundedseman-
tics for orderedlogic programs.The suitability
of thenew approachis convincedby thefactthat
many attractivepropertiesaresatisfiedby ourse-
mantics.In particular, our semanticsis still cor-
rect with respectto variousexisting answersets
semanticswhile it successfullyovercomesthe
weaknessof theirgeneralizationto well-founded
semantics. Finally, we indicate how an exist-
ing preferredwell-foundedsemanticscanbecap-
turedwithin our semanticalframework.

Keywords: well-founded semantics,preference,alter-
natingfixpoints,extendedlogic programs.

1 Intr oduction

Preferencesconstitutea very natural and effective way
of resolving indeterminatesituations. For example, in
schedulingnot all deadlinesmay be simultaneouslysatis-
fiable, and in configurationvariousgoalsmay not be si-
multaneouslymet. Preferencesamongdeadlinesandgoals
may allow for an acceptable,non-optimalsolution. In le-
gal reasoning,laws may apply in differentsituations,but�
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laws may also conflict with eachother. Conflictsare re-
solvedby appealto higher-level principlessuchasauthor-
ity or recency. So federallaws will have a higherpriority
thanstatelaws,andnewer laws will take priority overold.
Furtherpreferences,suchas authorityholding sway over
recency, mayalsoberequired.In fact,while logicalprefer-
encehandlingconstitutesalreadyan indispensablemeans
in legal reasoningsystems(cf. [16, 22]), it is alsoadvanc-
ing in otherapplicationareassuchasintelligentagentsand
e-commerce[18], information-siteselection[14], andthe
resolutionof grammaticalambiguities[11].

The increasingpracticalinterestin preferencesis alsore-
flectedby thelargenumberof proposalsfor preferencehan-
dling in logic programming,including[23, 6, 15, 31, 17,8,
13, 28], andrelatedareas,suchasdefault logic [3, 5,12]. A
commonapproachin suchwork hasbeento employ meta-
formalismsfor characterizing“preferredanswersets”.This
hasled to a diversityof approachesthatarehardlycompa-
rabledueto considerablydifferentmethodsof formalchar-
acterization.As a consequence,thereis no homogeneous
accountof preference.

In [24], we startedaddressingthis shortcomingby propos-
ing a uniform semanticalframework for extendedlogic
programmingwith preferences.To beprecise,we develop
an(alternating)fixpoint theoryfor so-calledordered logic
programs, building on thebasicideasin [27]. An ordered
logic programis an extendedlogic programwhoserules
aresubjectto a strict partialorder. In analogyto standard
logic programming,sucha programis theninterpretedby
meansof anassociatedfixpoint operator. Differentseman-
tics areobtainedby distinguishingdifferentsubsetsof the
respective setof alternatingfixpoints. As a result,several
differentapproachesto definingpreferredanswersets,in-
cluding [9, 10, 13], canall be capturedwithin our frame-
work and eachof thesepreferencestrategies is basedon
anoperator, which playsthesamerole astheconsequence
operatorin thesettingof normallogic programs.

In this paper, we show that the preferencestrategies for



defininganswersetsturn out to betoo weakin thesetting
of well-foundedsemantics. For this reason,we propose
a new approachto preferencehandlingfor logic programs
thatseemsto bemoreappropriatefor well-foundedseman-
tics. In fact, we show that for a resultinginstanceof this
approachsomeattractive properties. We alsodiscussthe
relationof our preferredwell-foundedsemanticsto other
approaches[21, 6, 30].

2 Definitions and notation

An extendedlogic program is a finite set of rules of the
form �
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where �������� , and each

�
!�"  $#&%'#&�)( is a lit-

eral, ie. eitheranatom * or thenegation +,* of * . Theset
of all literals is denotedby -/. � . Given a rule 0 asin (1),
we let 1325476 " 0�( denotethe head,

�
� , of 0 and 8 � 6
9 " 0
(

the body,
� � �:	
���
��	

�
� 	;���
�

�
��� �
	��
����	
�����

�
� � , of 0 .

Further, let 8 � 6
9 � " 0�(=< �
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���
	

�
� � . A programis calledbasicif 8 � 6�9A> " 0�(B<C

for all its rules;it is callednormalif it containsnoclassi-
cal negationsymbol + .

We define the reduct of a rule 0 as 0 � <D1325476 " 0�( �8 � 6�9 � " 0�( . The reduct, E�F , of a program E relative to a
set G of literalsis definedby

E F < � 0 �IH 0KJLE and 8 � 6�9A> " 0�()MNG�< C � �
A setof literals G is closedundera basicprogram E if f
for any 0OJ$E , 1325476 " 0�(PJ$G whenever 8 � 6
9 � " 0�(RQSG .
We saythat G is logically closedif f it is eitherconsistent
(ie. it doesnotcontainbotha literal * andits negation +,* )
or equals -,. � . The smallestset of literals which is both
logically closedandclosedundera basicprogramE is de-
notedby T � " E�( . With theseformalitiesat hand,we can
defineanswersetsemanticsfor extendedlogic programs:
A set G of literals is an answerset of a program E if fT � " E F (U<VG .

For capturingevenmoresemanticswithin a similar frame-
work, van Gelderdefinesin [27] the operator WBX " GY( asT � " E F ( . It is importantto note that the operatorWZX is
anti-monotonic,which impliesthattheoperator*[X " G\(B<WZX " WZX " G\(]( is monotonic. A fixpoint of *^X is calledan
alternating fixpoint for E . Dif ferent semanticsare cap-
turedby distinguishingdifferentgroupsof fixpointsof * X .
For instance,givena programE , theleastalternatingfixed
pointof * X is known to amountto its well-foundedseman-
tics. Answersetsof E aresimply alternatingfixed points
of * X thatarealsofixedpointsof W X .

Alternative inductive characterizationsfor the operatorsT � , W X , and * X canbe obtainedby appealto immediate

consequenceoperators [26, 19]. Let E bea basicprogram
and G a setof literals.The immediateconsequenceopera-
tor _ X is definedasfollows:

_ X G�< � 1325476 " 0�( H 0KJ`E and 8 � 6
9 " 0�(�QaGO�
if G is consistent,and _ X Gb<c-,. � otherwise. Iterated
applicationsof _�X are written as _edX for fg�c , where_ �X Gh<gG and _ !X Gh<g_�Xi_ ! > �X G for %j�lk . It is well-
known that T � " E�('<nm !po � _ !X C , for any basicprogramE . Also, for any answerset G of programE , it holdsthatG�< m !po � _ !Xrq C .
A reductionfrom extendedto basicprogramsis avoidable
with an extendedconsequenceoperator:Let E be an ex-
tendedprogramand G and s be setsof literals. The ex-
tendedimmediateconsequenceoperator _ Xit u is defined
asfollows:

_ Xit u G < � 13254v6 " 0�( H 0wJ`E 	 8 � 6�9 � " 0
(^QxG 	 (2)

and 8 � 6
9�> " 0
(yMRsz< C �
if G is consistent,and _�Xyt u/G <{-,. � otherwise. Iter-
atedapplicationsof _�Xit u arewrittenasthoseof _�X above.
Clearly, we have _ Xit | G}<~_ X G for any basicprogramE
and _ Xit u GD<�_ Xr� G for any extendedprogram E . Ac-
cordingly, wehavefor any answerset G of programE thatG�<�m !�o � _ !Xit F C . Finally, for dealingwith the individ-
ual rulesin (2), we rely on the notion of activeness:1 LetG 	 slQ~-,. � betwo setsof literals in a programE . A rule0 in E is active wrt the pair " G 	 sj( , if 8 � 6�9 � " 0
(xQ�G
and 8 � 6
9?> " 0�(UMYs�< C . Alternatively, we thushave that_�Xit u/G�< � 1325476 " 0�( H 0wJ`E is activewrt " G 	 sw(5� .
Lastly, anorderedlogic program2 is simply a pair " E 	�� ( ,
where E is anextendedlogic programand � Q~E��`E is
an irreflexive and transitive relation. Given, 0 � 	 0
�aJzE ,
therelation 0 � � 0
� is meantto expressthat 0:� hashigher
priority than 0 � .3
3 Preferred (alternating) fixpoints

We startby describingthe semanticalframework given in
[24], while concentratingon the formal detailsneededfor
capturingtheapproachintroducedin [28]. Theformal de-
velopmentof theapproachin [8] and[13] is analogousand
thusomittedhere.

1Although activenessis implicitly presentin standardlogic
programming(cf. definition of �?�?� �y� ), the term as suchwas
(to thebestof our knowledge)coinedin approachesdealingwith
preferencesin default logic [3, 5]. There,however, activeness
additionallystipulatedthat �������?���:���� � in orderto preventmul-
tiple applicationsof thesamerule.

2Also calledprioritized logic programby someauthors,aseg.
in [31, 8].

3Someauthors,eg. [8], attributerelation � the inversemean-
ing.



Theoverall ideabehindtheobtainedsemanticsfor ordered
logic programis to distinguishthe “preferred”answersof
a program " E 	�� ( by meansof fixpoint equations.That is,
a setof literals G constitutesa collectionof preferredan-
swersfrom " E 	�� ( , if it satisfiestheequation��� Xit ��¡ " G\(U<G for someoperator��� Xit ��¡ . In view of theclassicallogic
programmingapproachdescribedin Section2, this makes
usinvestigatesemanticsthatinterpretpreferencesasinduc-
ing selectionfunctionsonthesetof standardanswersetsof
theunderlyingnon-orderedprogramE .

Standardanswersetsare definedvia a reductionof ex-
tendedlogic programsto basicprograms.Suchareduction
is inappropriatewhen resolvingconflictsamongrules by
meansof preferencessinceall suchconflictsaresimulta-
neouslyresolvedwhenturning E into E F . Ratherconflict
resolutionmustbeaddressedamongtheoriginalrulesin or-
derto accountfor blockagebetweenrules.In fact,oncethe
negativebody 8 � 6
9 > " 0�( is eliminatedthereis nowayto de-
tectwhether13254v6 " 0
¢�(�J£8 � 6�9 > " 0�( holdsin caseof 0 � 0
¢ .
Our ideais thereforeto characterizepreferredanswersets
by aninductivedevelopmentthatagreeswith thegivenor-
deringratherthana simultaneousreduction.In termsof a
standardanswerset G , this meansthatwe favor its formal
characterizationas G�< m !po � _ !Xit F C over G�<�T � " E F ( .
This leadsusto thefollowing definition.4

Definition 1 Let " E 	�� ( bean orderedlogic programand
let G and s besetsof literals.

We definethesetof immediateconsequencesof G with re-
spectto " E 	
� ( and s as

¤ � Xit ��¡�t u G�<
¥¦¦¦¦§ ¦¦¦¦¨ 13254v6 " 0�(

©©©©©©©©©©

ª � 0 activewrt " G 	 sK(¬«ª­ª � there is norule 0�¢
with 0 � 0
¢ such that"p® ()0
¢ activewrt " s 	 G\("°¯ (i1A2±4v6 " 0 ¢ (³²JLG

´ ¦¦¦¦µ
¦¦¦¦¶

if G is consistent,and
¤ � Xit ��¡·t u G&<¸-,. � otherwise.

Note that
¤ � Xit ��¡·t u is a refinementof its classicalcounter-

part _ Xit u . To seethis, observe thatConditionI embodies
thestandardapplicationconditionfor rulesgivenin (2)

Theactualrefinementtakesplacein ConditionII . Theidea
is to apply a rule 0 only if the “questionof applicability”
hasbeensettledfor all higher-ranked rules 0
¢ . Let us il-
lustratethis in termsof iteratedapplicationsof

¤ � Xit ��¡·t u .
In thesecases,G containsthesetof conclusionsthathave
beenderivedso far, while s providestheputative answer
set(or: -,. �/¹ s providesa setof literals thatcanbe falsi-

4Fixpoint operatorsfor theapproachesin [8] and[13] areob-
tainedby appropriatemodificationsto ConditionI andII in Defi-
nition 1; cf. [24].

fied). Then,the“questionof applicability” is consideredto
besettledfor a higherrankedrule 0
¢
º if the prerequisitesof 0
¢ will never be derivable,viz.8 � 6
9 � " 0 ¢ (�²Qas , or

º if 0
¢ is defeatedby whathasbeenderivedso far, viz.8 � 6
9 > " 0�()MNG»²< C , or

º if 0
¢ or anotherrule with thesameheadhave already
applied,viz. 13254v6 " 0
¢�(�J`G .

Thefirst two conditionsshow why activenessof 0
¢ is stipu-
latedwrt " s 	 G\( , asopposedto " G 	 sw( in ConditionI. The
last conditionservessomehow two purposes:First, it de-
tectswhetherthehigherrankedrule 0
¢ hasappliedand,sec-
ond,it suspendsthepreference0 � 0
¢ whenevertheheadof
thehigherrankedhasalreadybeenderivedby anotherrule.
This suspensionof preferenceconstitutesa distinguishing
featureof the approachat hand;this is discussedin detail
in [24] in connectionwith otherapproachesto preference
handling.

As with _ X and _ Xit u , iteratedapplicationsof
¤ � Xit ��¡·t u are

written as
¤ d� Xit ��¡·t u for fz�� , where

¤ �� Xit ��¡·t u G¼<½G
and

¤ !� Xyt ��¡·t u Gb< ¤ � Xit ��¡·t u ¤ ! > �� Xit ��¡·t u G for %¾�ck . This
allows usto definethecounterpartof fixpoint operatorW X
for orderedprograms:

Definition 2 Let " E 	�� ( bean orderedlogic programand
let G bea setof literals.

We define��� Xyt ��¡ " G\(/< m !�o � ¤ !� Xit ��¡�t F C .
In analogyto

¤ � Xit ��¡�t u and _ Xit u , operator��� Xit ��¡ is a re-
finementof its classicalcounterpartW X . Themajordiffer-
enceof our definitionfrom vanGelder’s is thatwedirectly
obtaintheconsequencesfrom E (and s ). Unlike this, the
usualapproach(without preferences)first obtainsa basic
programE u from E andthentheconsequencesarederived
from this basicprogramE u .

A preferredanswersetis definedasafixpoint of ��� Xit ��¡ .
In analogyto vanGelder[27], we maydefinethealternat-
ing transformationfor anorderedlogic program " E 	�� ( as¿ � Xit ��¡ " G\(U<I��� Xit ��¡ " ��� Xit ��¡ " G\(]( . A fixpoint of

¿ � Xit ��¡ is
calledanalternatingfixpointof " E 	�� ( . Giventhat ��� Xit ��¡ is
anti-monotonic[24], we getthat

¿ � Xit ��¡ " G\( is monotonic.
According to resultstracingback to Tarski [25], this im-
plies that

¿ � Xyt ��¡ possessesa leastanda greatestfixpoint,
denotedby À Á°Â ¿ � Xit ��¡ and Ã­Á°Â ¿ � Xit ��¡ , respectively.

Differentsemanticsof orderedlogic programsareobtained
by distinguishingdifferentsubsetsof the respective setof
alternatingfixpoints. In fact, the preferredanswersetse-
manticsconstituteinstancesof the overall framework. To



seethis, observe thateachfixpoint of ��� Xit ��¡ is alsoa fix-
pointof

¿ � Xyt ��¡ .
4 Preferring leastalternating fixpoints?

Let us now investigatethe least alternatingfixpoint of¿ � Xit ��¡ and with it the comportmentof the previous fix-
pointoperatorin thesettingof well-foundedsemantics.As
opposedto answersetssemantics,this semanticsrelieson
3-valuedmodels(or, partial models). Sucha modelcon-
sistsof threeparts: the setof true literals, the setof false
literals, and the set of unknown literals. Given that the
union of thesethreesetsis -,. � , it is sufficient to specify
two of the threesetsfor determininga 3-valuedinterpre-
tation. Accordingly, a 3-valuedinterpretationÄ is a pair" G 	 sw( whereG and s aresetsof literalswith G$M@sz< C .
That is,

�
JÅG meansthat

�
is true in Ä , while

�
J¸s

meansthat

�
is falsein Ä . Otherwise,

�
is consideredto be

unknown in Ä .
Well-foundedsemanticsconstitutesanothermajor seman-
tics for logic programs.In contrastto answerssetsseman-
tics, it aims at characterizingskeptical conclusionscom-
prisedin a singleso-calledwell-foundedmodelof theun-
derlyingprogram.This modelcanbecharacterizedwithin
the alternatingfixpoint theory in terms of the least fix-
point of operator * X . That is, the well-foundedmodel
of a program E is given by the 3-valued interpretation" À Á°ÂÆ* X 	 -,. �[¹ W X À Á°Â)* X ( . Hence,it is sufficient to con-
sider the leastalternatingfixpoint of a program,sinceit
determinesits well-foundedmodel. We thereforerefer to
the leastalternatingfixpoint of E asthe well-foundedset
of E . Theset -/. �/¹ W X À Á°Âr* X is usuallyreferredto asthe
unfoundedsetof E .

After extending these conceptsto preferencehandling,
that is, substitutingthe classicaloperators*^X and WBX by¿ � Xit ��¡ and ��� Xit ��¡ , respectively, onecanshow that(i) each
orderedlogic programhasauniquepreferredwell-founded
model; (ii) the preferredwell-foundedset is containedin
any preferredanswerset(while theunfoundedoneis not);
and (iii) whenever we obtain a two-valuedwell-founded
model, its underlyingwell-foundedset is the uniquean-
swersetof theprogram.5

One often criticized deficiency of the standardwell-
foundedmodelis thatit is tooskeptical.Unfortunately, this
is not remediedby alternatingthefixpoint operatorsof the
previous sections,no matterwhich strategy we consider.
To seethis,considertheorderedlogic program " E[Ç 	�� ( :

0 � < ® � ���
� ¯0
�¼< ¯ � ���
� ® 0:� � 0 � (3)

5No matterwhetherwe considerthefixpoint operatorsfor the
approachin [28], [8], or [13], respectively.

Thewell-foundedmodelof E�Ç is givenby " C 	 C ( . Thesame
modelis obtainedby alternatingoperator��� XrÈ¬t ��¡ . Observe
that ��� XrÈ�t ��¡ " C (�< � ® 	 ¯ � and ��� XrÈ�t ��¡ " � ® 	 ¯ �
(�< C . Conse-
quently,

C
is theleastalternatingfixpoint of " E Ç 	�� ( .

Thequestionis now why theseoperatorsarestill tooskepti-
calin definingwell-foundedsemantics(althoughthey work
nicely in thesettingof answersetsandregularsemantics).
In fact,thegreatadvantageof a settinglike thatof answer
setssemanticsis thatwedealwith directfixpoint equations,
like ��� Xit ��¡ " GY(É<gG , wherethe context G representsthe
putativeanswerset.This is differentin thesettingof well-
foundedsemantics,wherewe usuallystartby applyingan
operatorto a rathersmall context, eg. initially the empty
set;this usuallyresultsin a largerset,sometimeseven -/. � ,
thatconstitutesthenthecontext of thesecondapplicationof
theoperator. Now, lookingattheunderlyingdefinitions,we
seethat theactualpreferencehandlingcondition,eg. Con-
dition II in Definition 1 takesadvantageof G for deciding
applicability. Thealternatingcharacterin thewell-founded
settingdoesnotsupportthissortof analysissinceit cannot
providethe(putative)final resultof thecomputation.

5 Towards a preferred well-founded
semantics

In view of thefailureof theabovefixpoint operator(s)in the
settingof well-foundedsemantics,theobviousquestionis
now whetheranappropriatealternatingfixpoint operation
is definablethat yields a reasonablewell-foundedseman-
tics for orderedlogic programs. As informal guidelines,
wewould likethattheresultingsemantics(i) allowsfor de-
riving moreconclusionsthanthestandardwell-foundedse-
manticsby appealto givenpreferences;(ii) coincideswith
standardwell-foundedsemanticsin theabsenceof prefer-
ences;andfinally (iii) approximatesthepreviouspreferred
answersetssemantics.

The standardwell-foundedmodel is definedby meansof
the leastfixpoint of theoperator*[XÊ<ËWBX/WZX . As above,
we aim at integratingpreferencesby elaboratinguponthe
underlyingimmediateconsequenceoperator_ Xit u X given
in (2). As well, thebasicideais to modify this operatorso
that moreconclusionscanbe derived by employing pref-
erences.However, asdiscussedat theendof theprevious
section,the alternatingiterationsof W X facetwo comple-
mentarysituations:thosewith smallercontexts andthose
with largerones.Sincepreferencesexploit thesecontexts,
it seemsreasonableto distinguishalternatingapplications
or, at least,to concentrateononesuchsituationwhile deal-
ing with the otheronein the standardway.6 For strength-
ening *^X$<SWZX/WZX , we thushave two options:eitherwe
maketheouteroperatorderivemoreliteralsor wemakethe

6Suchanapproachis alsopursuedin [6].



inneroperatorderive lessliterals.

In whatfollows,we adopttheformeroptionandelaborate
upontheouteroperator. Thegeneralideais thento reduce
thecontext consideredin thesecondapplicationof W X by
appealto preferencesin order to make more rules appli-
cable. For this purposewe remove thoseliterals that are
derivedby meansof lesspreferred,defeatedrules.

Definition 3 Let " E 	�� ( bean orderedlogic programand
let G and s besetsof literals.

We definethesetof immediateconsequencesof G with re-
spectto " E 	
� ( and s as¤jÌ� Xit ��¡�t u G�< � 1325476 " 0�( H 0KJLE is activewrt " G 	 s ¹
ÍPÎF (¬�
where

Í ÎF <
¥¦¦¦¦§ ¦¦¦¦¨
� ©©©©©©©©©©

for all rules 0�¢)JLE 	
if

�
<$13254v6 " 0
¢�( and8 � 6�9 � " 0�¢�(�QÊW X " C ( 	

then 0
¢ � 0 and" 1325476 " 0�()ÏRG\(rMÐ8 � 6�9A> " 0
¢�(�²< C

´ ¦¦¦¦µ
¦¦¦¦¶

if G is consistent,and
¤ Ì� Xit ��¡·t u G&<¸-,. � otherwise.

We say that 0 defeats 0
¢ wrt G if " 13254v6 " 0�(ÑÏ�G\(KM8 � 6�9A> " 0
¢�(`²< C . The setof removed literals Í ÎF consists
thusof thoserule heads,all of whosecorrespondingrules
arelesspreferredthan 0 anddefeatedby 0 or G , viz. the
literalsderivedsofar. In fact,this conditiononly removes
a literal suchas 1A2±4v6 " 0 ¢ ( from s , if all of its applicable
generatingruleslike 0�¢ aredefeatedby thepreferredrule 0 .
Notethat Í ÎF is normallydifferentfor differentrules 0 .
For illustration considerthe rules in E Ç . For GÒ< C ands�< � ® 	 ¯ � , we get Í Î­Ó| < � ¯ � and Í ÎÕÔ| < C . In sucha
situation,activenessof 0 � is checkedwrt " C 	 � ® 	 ¯ � ¹ � ¯ �
(
while thatof 0 � is checkedwrt " C 	 � ® 	 ¯ �
( . Whenapplying0 � , the removal of Í Î­Ó| < � ¯ � from context

� ® 	 ¯ � allows
us to discardthe conclusionof the lesspreferredrule 0 �
that is defeatedby the preferredrule 0 � . This exampleis
continuedbelow.

Notably, the choiceof Í ÎF is one amongmany options.
Unfortunately, it leadsbeyondthescopeof thispaperto in-
vestigatetheoverall resultingspectrum,sothatweconcen-
trateon theabove definitionanddiscusssomealternatives
at the endof this section.Froma generalperspective, the
above definition offers thusa parameterizableframework
for definingwell-foundedsemanticsincludingpreferences.

In analogyto theprevioussections,we candefinea conse-
quenceoperatorasfollows.

Definition 4 Let " E 	�� ( bean orderedlogic programand
let G bea setof literals.

We define� Ì� Xyt ��¡ " G\(/<¸m !�o � " ¤ Ì� Xit ��¡·t F ( ! C .

Of particularinterestin view of analternatingfixpoint the-
ory is that � Ì� Xyt ��¡ enjoysanti-monotonicity:

Theorem1 Let " E 	�� ( be an ordered logic program andG � 	 GÑ� setsof literals.

If G � QÖGÑ� , then � Ì� Xit ��¡ " G;�:(�Qx� Ì� Xit ��¡ " G � ( .
Giventhis,wemaydefineanew alternatingtransformation
of " E 	�� ( as ¿jÌ� Xit ��¡ <I� Ì� Xit ��¡ W X �
Sinceboth � Ì� Xit ��¡ and WZX areanti-monotonic,

¿ Ì � Xit ��¡ is
monotonic.

Definition 5 Let " E 	�� ( bean orderedlogic programand
let G bea setof literals.

We define G as a preferred well-foundedsetof " E 	
� ( iffÀ Á°Â ¿ Ì � Xit ��¡ <VG .

By Tarski’s Theorem[25], we get that eachorderedlogic
programhasa uniquepreferredwell-foundedset.

Theorem2 Let " E 	
� ( bean orderedlogic program.

Then,there is a uniquepreferredwell-foundedsetof " E 	��( .
Giventhenotionof thepreferredwell-foundedset,we de-
fine the preferredwell-foundedmodelof an orderedpro-
gramasfollows.

Definition 6 Let " E 	�� ( bean orderedlogic programand
let G bethewell-foundedsetof " E 	�� ( .
We definethe preferred well-foundedmodelof " E 	
� ( as" G 	 -,. �)¹ W X " G\(­( .
It is well-known that the standardwell-foundedseman-
tics for extended logic programshas time complexity× " � � ( [29, 4]. The complexity of the preferredwell-
foundedsemanticsis still in polynomial time but it is in× " � Ç ( . Thereasonis thatwehaveto additionallycomputeÍ ÎF for each0wJ`E .

We first obtainthefollowing corollaryto Theorem2.

Corollary 3 Every ordered logic program has a unique
preferredwell-foundedmodel.

This resultshows that our preferredwell-foundedseman-
tics is asrobustasthestandardwell-foundedsemantics.

Therelationshipbetweenthestandardwell-foundedmodel
andthepreferredwell-foundedmodelcanbestatedasfol-
lows.

Theorem4 Let " G 	 sw( be the preferred well-founded
model of " E 	
� ( and let " G¾¢ 	 s=¢�( be the well-founded
modelof E .



Then,wehave

1. G¾¢ÆQxG and sj¢ÆQÖs and

2. " G 	 sK(U< " G¾¢ 	 sj¢Ø( , if � < C .
Let usreconsider" E Ç 	�� ( . While " C 	 C ( is thewell-founded
modelof E Ç , its orderedcounterpart" E Ç 	�� ( hasthe pre-
ferredwell-foundedmodel " � ® � 	 � ¯ ��( . To seethis,observe
that W XrÈ C < � ® 	 ¯ � and � Ì� XrÈ¬t ��¡ " � ® 	 ¯ ��(w< � ® � . Clearly,� ® � is a fixpoint of W XrÈ and � Ì� XrÈ¬t ��¡ . Thus,

� ® � is an al-
ternatingfixpoint of " E�Ç 	
� ( . Also, we seethat

C
is not

an alternatingfixpoint. This implies that
� ® � is the least

alternatingfixpoint of " E�Ç 	
� ( .
This example along with the last result show that pref-
erencesallow us to strengthenthe conclusionsobtained
by the standardwell-foundedsemantics. That is, when-
ever certainconclusionsarenot sanctionedin thestandard
framework onemay addappropriatepreferencesin order
to obtain theseconclusionswithin the overall framework
of well-foundedsemantics.

For a complement,consider the following variation of" E Ç 	
� ( , alsodiscussedin [6].

0 � < ® � ���
� ¯0
�¼< ¯ � ���
�/Ù 0
� � 0 � (4)

Observe that E^Ú haswell-foundedmodel " � ¯ � 	 � ® 	­Ù ��( . In
contrastto " E[Ç 	�� ( , the preferredwell-foundedmodel of" E[Ú 	
� ( is also " � ¯ � 	 � ® 	±Ù ��( . Asdiscussedin [6] thismakes
sensesincepreferencesshouldonly enrichbut not “over-
ride” anunderlyingwell-foundedmodel.

Another attractive property of this instanceof preferred
well-foundedsemanticsis that it providesan approxima-
tion of preferredanswersetssemantics.

Theorem5 Let " G 	 sw( be the preferred well-founded
modelof " E 	
� ( and let Û be a preferred answerset of" E 	�� ( .
Then,wehaveG�QVÛ and sËQV-,. �)¹ Û .

Notably, thiscanbeshownfor all aforementionedpreferred
answersetssemantics,no matterwhetherwe considerthe
approachin [28], [8], or [13], respectively.

Finally, let us briefly discusssomealternative choicesforÍ ÎF . In fact, whenever we expressthe samepreferences
among(negative) rules having the sameheadthe previ-
ous definition of Í ÎF is equivalent to

� 1A25476 " 0�¢�( H 0
¢ �0 and " 1325476 " 0�(�Ï�G\(
M@8 � 6�9 > " 0
¢�(�²< C � . However, thiscon-
ceptuallysimpler definition is inadequatewhen it comes
to attributing differentpreferencesto ruleswith the same
headsasin thefollowing example.

Considertheorderedprogram " E�Ü 	
� ( .
0 � < ® �0
�¼< ¯ � ���
� ®0 Ç < ® � ���
� ¯

0 Ç � 0:� � 0 � (5)

The preferredwell-founded semanticsof " E[Ü 	�� ( gives" � ® � 	 � ¯ ��( , while the conceptually simpler one yields" � ® 	 ¯ � 	 C ( , a clearlywrongresult! In thesimplisticsettingÍ Î Ô| wouldcontaintheheadof thethird rule,discardingthe
factthat 0 � alreadydefeats0:� .
Anotheralternative choicefor Í ÎF is indicatedby thedif-
ferencebetweenthe strategiesemployed in [28] and[13].
In fact, the latter implicitly distinguishesbetweensame
literals stemmingfrom different rules. This amountsto
distinguishingdifferent occurrencesof literals. For this,
we may rely on the aforementionedsimplistic definition
of Í ÎF andsupposethat 13254v6 " 0�( providesus with occur-
rencesof literals, like ¯ ÎÕÔ insteadof ¯ . Without entering
details,let us illustratethis ideaby appealto " E[Ü 	�� ( . An
approachdistinguishingoccurrencesof literalswouldyieldW XrÝ C < � ® Î­Ó 	 ¯ ÎÕÔ 	 ® Î È � and � Ì� X�Ý�t ��¡ " � ® Î­Ó 	 ¯ ÎÕÔ 	 ® Î È ��(I<� ® Î­Ó 	 ® Î È � . Whenconsidering0 � , we checkactivenesswrt" C 	 � ® Î±Ó 	 ¯ ÎÕÔ 	 ® Î È � ¹ � ® Î È ��( , viz. " C 	 � ® Î­Ó 	 ¯ ÎÕÔ �
( . Unlike just
above, ® Î­Ó remainsin the reducedcontext and 0 � is inap-
plicable.An elaborationof thisavenueis beyondthescope
of this paper, in particular, sinceit involvesanoccurrence-
baseddevelopmentof well-foundedsemantics.

6 Relationships

In contrastto answersetsemantics,theextensionof well-
founded semanticsto ordered logic program has been
rarely studiedbefore. In this sectionwe will discussthe
relationof our approachto [6, 21, 30].

6.1 Relation to Brewka’sApproach

Brewkadefinesin [6] awell-foundedsemanticsfor ordered
logic programs.Notably, this approachis basedon a para-
consistentextensionof well-foundedsemanticsthat toler-
atesinconsistenciesamongtheresultof the inneroperator
without trivializing the overall result. Despitethis devia-
tion fromstandardwell-foundedsemantics,thequestionre-
mainswhetherBrewka’ssemanticscanbecapturedwithin
oursemanticalframework.

In fact, bothapproachesarebasedon quite differentintu-
itions. While the underlying idea of Brewka’s approach
is to definea criterion for selectingthe intendedrulesby
employing preference,we integrate preferencesinto the
immediateconsequenceoperaorby individually restricting
thecontext of applicationfor eachrule.

Nonetheless,it turnsout that Brewka’s semanticscan be



capturedthroughan alternatingfixpoint construction.As
we show below, Brewka’s modificationboils down to us-
ing analternatefixpoint operatorof theform “ �rÞ� Xit ��¡ W³ÞX ”.
To this end,let us first considerthe differenceamongthe
underlyingoperatorsW³ÞX and W X . Define T,À " E³( as the
smallestsetof literals which is closedundera basicpro-
gram E . Then,givena set G of literals, W ÞX " G\( is defined
as TiÀ " E F ( . Dropping the requirementof logical closure
resultsin a paraconsistentinferenceoperation.For exam-
ple,given E�< � ® �V	 + ® �V	 ¯ � � , we get T � " E�(Z<�-/. � ,
while T,À " E³(¾< � ® 	 + ® 	 ¯ � . Although the corresponding
adaptionsaremore involved, the surprisingresult is now
that Brewka’s semanticscan also be capturedwithin our
overall framework, if we usethe closureoperator T,À in-
steadof T � .

Moreover, weneedthefollowing. Let " E 	�� ( beanordered
logic programand G bea setof literals. We define E ÎF as
thesetof rulesdefeatedby 0 wrt G and � as

E ÎF < � 0 ¢ J`E H 0 ¢ � 0 	 0 defeats0 ¢ wrt G£� �
Noticethat E ÎF is asetof ruleswhile Í ÎF is asetof literals.E ÎF is alsodifferentfrom Brewka’sDom(setof dominated
rules) in that E ÎF is definedwrt a set G of literals rather
thanasetof rules.

Write " E ÎF ( � < � " 0 ¢ ( � H 0 ¢ J'E ÎF � . Let
¤ Þ� Xit ��¡ betheop-

eratorobtainedfrom
¤ Ì� Xit ��¡ (in Definition 3) by replacings ¹[Í ÎF with T,À " E u ¹ " E ÎF ( � ( . This resultsin a fixpoint

operator�rÞ� Xit ��¡ .
As we show in the full version of this paper, Brewka’s
well-foundedset correspondsto the leastfixpoint of the
alternatingoperator�rÞ� Xit ��¡ W³ÞX . ThismeansBrewka’swell-
foundedsemanticsalsoenjoysanalternatingfixpoint char-
acterization.

6.2 Relation to Other Approaches

In [30], it is mentionedthata well-foundedsemanticswith
preferencecanbedefinedin termsof their operatorbut de-
faultnegationis notallowedin theirsyntax.However, even
for orderedlogic programswithout default negation,our
basicsemanticapproachis differentfrom thewell-founded
semanticsin priority logic [30]. The main reasonis that
they interpretthepriority relation 0 � 0 ¢ in a quitediffer-
entway: 0 is blockedwhenever 0
¢ is applicable.While we
attributeto theprogram

0 � < ß �0:�¼< à � 0:� � 0 Ç (6)

a preferredwell-foundedmodel,containingboth ß and à ,
thewell-foundedmodelof E�á in priority logic is

� ßÆ� . That
is, à cannotbeinferred.

Another skeptical semanticsfor preferenceis defeasible
logic, whichwasoriginally introducedby D. Nute[21] and
received extensive studiesin recentyears[1, 2, 20]. De-
feasiblelogic distinguishesthestrict rulesfrom defeasible
rules. This alreadymakesits semanticsdifferentfrom our
preferredwell-foundedsemantics.

Consideranexamplefrom [7]. Thefollowing is a theoryin
defeasiblelogic:

0
¢� â ß0
¢� ß ã à0
¢Ç â +,à
0 ¢� � 0 ¢Ç (7)

In defeasiblelogic, ä³å
à is not derivable,i. e., à cannotbe
defeasiblyderived. As pointedout by Brewka, this means
a defeasiblerule having higherpriority candefeata strict
rule.

Theabovetheorycanbedirectly translatedinto anordered
logic program " E 	�� ( asfollows:

0 � < ß � ���
� +�ß0 � < à � ß0
Ç¼< +,à � ���
� à
0 � � 0:Ç (8)

It canbeverifiedthatthepreferredwell-foundedmodel(in
our sense)is

� ß 	 à�� . Therefore, à is derivableunderour
preferredwell-foundedsemantics.

7 Conclusion

We have looked into the issueof how van Gelder’s alter-
natingfixpoint theory[27] for normallogic programscan
besuitablyextendedto definethewell-foundedsemantics
for orderedlogic programs(extendedlogic programswith
preference).Thekey of thealternatingfixpoint approachis
how to specifya suitableconsequencerelationfor ordered
logic programs.We arguethatthepreferencestrategiesfor
defininganswersetsarenot suitablefor definingpreferred
well-foundedsemanticsandthensomeinformalcriteriafor
preferredwell-foundedsemanticsareproposed.Basedon
this analysis,we have defineda well-foundedsemantics
for orderedlogic programs.This semanticsallows an el-
egantdefinitionandsatisfiessomeattractiveproperties:(1)
Eachorderedlogic programhasa uniquepreferredwell-
foundedmodel; (2) Thepreferredwell-foundedreasoning
is no lessskepticalthanthestandardwell-foundedreason-
ing; (3) Any conclusionunderthe preferredwell-founded
semanticsis alsoderivableundersomemajorpreferredan-
swersetssemantics.Oursemanticsis differentfrom defea-
siblelogic andtheskepticalpriority logic. An importantre-
sult is theequivalenceof Brewka’spreferredwell-founded
semanticsandoursemanticsintroducedin Section5.
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