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1 Introduction

In our daily lives, we commonly encounter problems that require reasoning with time. For instance,
planning our day, determining our route to work, or scheduling our tasks. We refer to these problems
as ’dynamic’ because they involve movement and change over time, which sometimes includes metric
information to express deadlines and durations. For example, getting to the office within the next
hour while ensuring that you have had breakfast beforehand. In industrial settings, the complexity of
these problems increases significantly. We see this complexity in scenarios such as train scheduling,
production sequencing, and many other operations. Therefore, modeling these large-scale problems
requires addressing both dynamic aspects and complex combinatorial optimizations, which is a significant
challenge.

Semantic formalisms for expressing dynamic knowledge have been around for many years. Dynamic
logics provide the means to describe ordered events, making them powerful tools for domains that need to
capture actions and changes. These formalisms are typically approached from a theoretical perspective,
and the systems built around them tend to be single-purpose, lacking the flexibility to fully model complex
problems. This creates a need for systems that offer comprehensive modeling capabilities for dynamic
domains, efficient solving techniques, and tools for industrial integration. Answer Set Programming (ASP)
is a prime candidate for solving knowledge-intensive search and optimization problems. This declarative
approach offers a rich modeling language and effective solvers. However, ASP is primarily suited for
static knowledge and lacks built-in solutions for managing dynamic knowledge.

The overall goal of this research project is to extend ASP into a general-purpose technology for
dynamic domains. The first step is to develop the logical foundations for enhancing ASP’s base logic with
concepts from dynamic, temporal, and metric logic. Significant progress in this area has already been
made by previous efforts of our research group, providing a solid foundation for further development.
We need to identify fragments of these languages that offer the necessary modeling power for our target
dynamic problems while maintaining properties that allow for formalization and translation using various
approaches. These approaches include using different structures, such as automata and other transition
systems, and compiling durations into other formalisms, such as linear constraints. Implementing these
approaches will leverage existing technology in the ASP system clingo and its surrounding tools. This
project will employ advanced programming techniques in ASP to create effective systems for modeling
complex dynamic problems. Additionally, we aim to add interactive capabilities to these systems to
benefit both modelers and end users. We anticipate that incorporating these features into ASP will enhance
users’ ability to model dynamic problems and perform various reasoning tasks.
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2 Background

Dynamic logics

One of the most commonly used temporal logics [21] is Linear-time Temporal Logic (LTL) [35]. LTL
provides modal operators to express temporal properties such as ◦ (next), □ (always), and ♢ (eventually).
LTL can also be defined in terms of Dynamic Logic (DL) [27], which allows for writing regular expressions
over (infinite) traces and mixing declarative with procedural specifications. These types of specifications
are also targeted by action languages such as GOLOG [40], which is based on situation calculus. Another
interesting approach is Metric Temporal Logic (MTL) [38], which allows measuring time differences
between events. This measurement is done by assigning a time value to states. Metric Logic can be used
in different applications such as scheduling [41], routing [37], and more [31]. Originally, these temporal
formalisms were investigated for infinite traces. However, in the past decade, the case of finite traces · f
has gained interest, as it aligns with a large range of AI applications and constitutes a computationally
more feasible variant. The introduction of LTLf and Linear Dynamic Logic over finite traces (LDLf ) [19]
served as a stepping stone to define the syntax and classical semantics under this restriction.

There are several tasks addressed by these formalisms and other action theories. The most commonly
known are satisfiability checking, model checking, and synthesis [47, 48, 20, 49]. Furthermore, other
more elaborate tasks closer to real-world scenarios include reactive control [8], diagnostics [33], planning
[4, 25, 5], and verification.

Many of these tasks are solved by translating complex constructs into simpler ones, for instance, by
reducing MTL into LTL [31]. Another very common strategy for addressing these problems is mapping
them into automata. This automata-theoretic approach involves constructing an automaton that accepts
exactly the models of a dynamic formula. This relationship has been extensively researched in areas
such as satisfiability checking, model checking, planning [4, 25, 5], and synthesis [47, 48, 20, 49]. Non-
deterministic finite automata (NFA) [30] and Deterministic Finite Automata (DFA) have been used for
finite traces, though they are of exponential size relative to the input formula. To tackle this issue, [19]
proposed a translation from LTLf and LDLf to a more elaborate but succinct automaton: Alternating
Automaton on Finite Words (AFA) [18, 48, 19]. These automata, an adaptation of Alternating Büchi
Automata to finite traces, extend NFAs with universal transitions. This translation, however, led to circular
definitions for some dynamic formulas and did not include past operators. These issues were addressed
in [45], where the authors introduced Automata Linear Dynamic Logic over finite traces (ALDL f ) and
presented a translation into even more sophisticated automata: Two-Way Alternating Finite Automata
(2AFA) [39, 36]. In addition to alternation, this type of automaton allows multiple head movements:
stationary, left, and right. More evolved translations from metric logic into automata have also been
developed, such as translating MTL into Timed Automata [42].

Answer Set Programming

Answer Set Programming (ASP) [10] is a well-established approach to declarative problem-solving where
problems are encoded as logic programs. The combination of its rich modeling language and highly
effective solving engines makes ASP a very attractive choice. ASP semantics can be formalized using
equilibrium models [44] of the logic of here-and-there (HT) [29]. This logic has also been extended to
here-and-there with constraints (HTc) [17], which introduces difference constraints, a simplified form of
linear constraints, into HT.

The ASP system clingo [24] is known for its high-performing engines. The system provides various
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tools for extending the language and customizing the solving process. clingo’s theory language capabilities
allow for defining custom syntactic expressions. Additionally, clingo offers two methods for capturing
new functionalities [34]: meta-programming, which uses a reification feature enabling the expression
of new functionalities using ASP, and a sophisticated Python API for manipulating and customizing the
system’s internal workflow. This customization includes techniques such as multi-shot solving, which
allows precise control of the solving process by modularizing the problem. These features have led to
the creation of several hybrid ASP systems. In particular, clingcon [7] and clingo[DL] [32] extend the
language of clingo with linear constraints using the semantics for HTc.

Temporal Logic Programming

In the 1980s, Temporal Logic Programming (TLP) emerged [22, 23, 1, 43]. TLP was revised after the
appearance of ASP, resulting in what we know as Temporal ASP. The idea is to extend the equilibrium
models of HT, to deal with dynamic scenarios. Research began with infinite traces, giving rise to (Linear)
Temporal Here-and-There (THT) [3] and (Linear) Dynamic Logic of Here-and-There (DHT) [9], along
with their non-monotonic counterparts for temporal stable models, namely Temporal Equilibrium Logic
(TEL) [3] and Dynamic Equilibrium Logic (DEL) [14]. The strategy behind these temporal formalisms is
to capture time as sequences of HT-interpretations, resulting in an expressive non-monotonic modal logic.
This approach allowed the definition of Temporal Logic Programs found in [2].

The temporal operators and semantics of the finite version TELf were introduced into the ASP system
clingo enriching its modeling power and yielding the first temporal ASP solver telingo [16]. This system
uses the clingo capabilities for theory extensions as well as multi-shot solving in an incremental manner.
Subsequent work incorporated dynamic operators from DELf [14, 13] by unfolding their definitions into
TELf relying on the introduction of auxiliary atoms (in a Tseitin-style [46]). This technique, however,
is dependent on a fixed trace length, and the type of translation makes the final logic program hard to
interpret. In [15], TEL was further extended with metric temporal operators constrained by intervals over
natural numbers, resulting in Metric Equilibrium Logic (MEL).

3 Contributions and future work

Automata techniques

To this moment, I have pursued different translations of dynamic and temporal logic with finite traces into
automata, and implemented them using ASP. In the current status of the project, I have not yet explored
the non-monotonic side of temporal reasoning with automata. Even though the semantics I have used so
far for the temporal formalisms have been monotonic, I was able to incorporate them in ASP by restricting
the dynamic formulas to integrity constraints where their behavior is classical. With this in mind, at the
moment, one can only use these formulas to filter plans via a translation into automata, which is one of
our primary goals.

The first approach, found in [11], proposes an adaptation of the translation of LDLf to AFA from
[19], which is incorporated into ASP using meta programming in clingo. This implementation is solely
based on ASP, relying on the theory extension to define the language for LDLf formulas, and the reified
output of clingo. This reification corresponds to a linearized representation of the dynamic formula as
facts based on the grammar defined for the theory. Then, using an ASP encoding, these facts are translated
into a declarative representation of the corresponding alternating automaton. In the full version of this
work [12], we explore other existing tools for computing an automaton from a dynamic formula. In order
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to employ them, we developed two different translations from LDLf to Monadic Second Order Logic
(MSO). For the implementation, we parsed the formula with clingo’s API and called the state-of-the-art
system MONA [28] to obtain a DFA, which is then transformed into facts. By having a unified declarative
representation to capture the different automata (AFA and DFA), we were able to craft a single encoding
for checking the acceptance of the automata.

Following (soon to be published) work presents a novel translation from LDLf into 2AFA. Leveraging
the transitions without head movement provided by these automata, we were able to remove the recursive
nature of our old translation, thus eliminating the circular issue carried from [19]. Furthermore, the
left head movement allows us to readily refer to time points in the past. These new target automata,
nonetheless, represented a formalization challenge since there is a lack of literature available in contrast to
simpler automata. This translation was implemented as part of the adlingo1 system. Just like the previous
work, the implementation was done using meta programming and theory extensions. Additionally, it
integrates the use of clingraph [26] to visualize the automata and its runs using an ASP encoding.

Linear constraints to encode durations

My latest work has focused on constructing the foundations of Metric Logic Programs (MLP). With
these programs, we plan to abstract the basic modalities and forms needed to model metric problems
in ASP. The semantics of these programs are those of MEL, where, by restricting the syntax, we aim
to simplify the computation. The first approach for this work has been submitted to ICLP24. As in the
automata approach, we are restricting the research to the finite setting for a given (fixed) horizon. This
work defines the basic syntax for a MLP in which all rules are universal, meaning that they must hold in
every step. This contrasts with the approach used for temporal logic programs in [2], where the rules were
separated into initial, dynamic, and final, which facilitates the implementation using incremental solving.
For our approach, the removal of this division simplifies the use of meta-programming techniques to
define the translation, as well as the overall semantics. The use of meta-programming allows us to define
the translations in ASP, making the implementation transparent and modular. A big advantage of this
approach is the clear mapping between the translation and the implementation in ASP. As a consequence,
it simplifies the proves of correctness and completeness of the translation.

In this first exploration, we restricted the rules of metric logic programs to only use the metric next
modality. For instance, with the rule ◦[20..40)school← drive, we express that “If I start driving, I must
be at the school in the next step, which should happen in 20 to 40 minutes”. We suspect that the core of
our target dynamic problems can be modeled with this restricted fragment. In a nutshell, the first part of
this translation represents the state changes and follows the same semantics as in TELf . The second part
accounts for the timed aspect of metric logic. For this part, we explore two approaches: one where the
translation is done to HT, and a second one where the target logic is HTc. As a result, we were able to see
what we expected: a succinct and performant translation of time into linear constraints. We also observed
that our restricted language did allow us to model the transitions and time restrictions, but was not enough
to represent the goal conditions of the problems. These conditions usually require more complex metric
operators to talk about states that are further away in time, for instance, “At some point in the next 2 hours,
I will be back home”.

1https://github.com/potassco/adlingo

https://github.com/potassco/adlingo
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3.1 Future work

The quest to conceptualize metric logic programming is far from over. In view of the results from the
last project, we have started to craft a translation that handles more metric operators. The translation is
planned to follow a Tseitin-style translation like the one in [2]. We want to further investigate HTc for
encoding time, and examine the integration of non-monotonic reasoning and optimization in the timed
aspect of MLP. Additionally, we plan to investigate how far ASP can address reactive-dynamic tasks
where the user and environment play a role by interacting with the system.
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[2] F. Aguado, P. Cabalar, M. Diéguez, G. Pérez, T. Schaub, A. Schuhmann & C. Vidal (2023): Linear-
Time Temporal Answer Set Programming. Theory and Practice of Logic Programming 23(1), pp. 2–56,
doi:10.1017/S1471068421000557.
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& M. Penttonen, editors: Intensional Logics for Programming, chapter 2, Oxford University Press, pp. 21–50,
doi:10.1093/oso/9780198537755.003.0002.

[44] D. Pearce (2006): Equilibrium logic. Annals of Mathematics and Artificial Intelligence 47(1-2), pp. 3–41,
doi:10.1007/s10472-006-9028-z.

[45] K. Smith & M. Vardi (2021): Automata Linear Dynamic Logic on Finite Traces. arXiv preprint
arXiv:2108.12003.

[46] G. Tseitin (1968): On the complexity of derivation in the propositional calculus. Zapiski nauchnykh seminarov
LOMI 8, pp. 234–259.

[47] M. Vardi (1995): An Automata-Theoretic Approach to Linear Temporal Logic. In F. Moller & G. Birtwistle,
editors: Logics for Concurrency: Structure versus Automata, Lecture Notes in Computer Science 1043,
Springer-Verlag, pp. 238–266, doi:10.1007/3-540-60915-6 6.

[48] M. Vardi (1997): Alternating Automata: Unifying Truth and Validity Checking for Temporal Logics. In
W. McCune, editor: Proceedings of the Fourteenth International Conference on Automated Deduction

http://dx.doi.org/10.1007/s10817-020-09541-4
http://dx.doi.org/10.1007/s10817-020-09541-4
http://dx.doi.org/10.1017/S1471068417000242
http://dx.doi.org/10.1109/TAC.2004.829616
http://dx.doi.org/10.1007/978-3-319-61033-7_6
http://dx.doi.org/10.1016/j.tcs.2020.12.011
http://dx.doi.org/10.1109/CDC.2008.4739366
http://dx.doi.org/10.1007/BF01995674
http://dx.doi.org/10.1137/0213010
http://dx.doi.org/10.1016/S0743-1066(96)00121-5
http://dx.doi.org/10.1016/S0743-1066(96)00121-5
https://www.aaai.org/ocs/index.php/KR/KR16/paper/view/12909
http://dx.doi.org/10.1007/978-3-642-15297-9_13
http://dx.doi.org/10.1093/oso/9780198537755.003.0002
http://dx.doi.org/10.1007/s10472-006-9028-z
http://dx.doi.org/10.1007/3-540-60915-6_6


S. Hahn 331

(CADE’97), Lecture Notes in Computer Science 1249, Springer-Verlag, pp. 191–206, doi:10.1007/3-540-
63104-6 19.

[49] S. Zhu, G. Pu & M. Vardi (2019): First-Order vs. Second-Order Encodings for LTLf-to-Automata Translation.
In T. Gopal & J. Watada, editors: Proceedings of the Fifteenth Annual Conference on Theory and Applications
of Models of Computation (TAMC’19), Lecture Notes in Computer Science 11436, Springer-Verlag, pp.
684–705, doi:10.1007/978-3-030-14812-6 43.

http://dx.doi.org/10.1007/3-540-63104-6_19
http://dx.doi.org/10.1007/3-540-63104-6_19
http://dx.doi.org/10.1007/978-3-030-14812-6_43

	Introduction
	Background
	Contributions and future work
	Future work


